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ABSTRACT

The significance of financial risk lies in its impact on economic stability and individual/institutional 
financial security. Effective risk management is crucial for market confidence and crisis prevention. 
Current methods for multivariate time series anomaly detection have limitations in adaptability and 
generalization. To address this, we propose an innovative approach integrating contrastive learning 
and Generative Adversarial Networks (GANs). We use geometric distribution masking for data 
augmentation to enhance dataset diversity. Within the GAN framework, we train a Transformer-based 
autoencoder to capture normal point distributions. We include contrastive loss in the discriminator to 
ensure robust generalization. Rigorous experiments on four real-world datasets show that our method 
effectively mitigates overfitting and outperforms state-of-the-art approaches. This enhances anomaly 
identification in risk management, paving the way for deep learning in finance, and offering insights 
for future research and practical use.
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INTRODUCTION

Financial risk, as a core issue in the field of finance, has always garnered widespread attention. The 
instability and risks in financial markets have significant impacts on the stability and sustainable 
development of the global economic system (Cao et al., 2022). Therefore, studying the nature of 
financial risks, and methods to address these risks, becomes crucial. The uncertainty and volatility in 
financial markets makes it difficult for investors and decision-makers to predict and manage potential 
risks, further increasing the complexity of financial markets (Ahmed et al., 2022). Instability and 
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risks often manifest in the form of sharp price fluctuations, increasing credit risks, and outbreaks 
of liquidity issues in the market. Market instability can be triggered by various factors, such as 
macroeconomic fluctuations, political events, natural disasters, and more. Credit risk involves the 
inability of corporations and governments to repay debt on time, potentially causing losses for financial 
institutions and investors. Additionally, liquidity issues can lead to market trading inefficiencies, 
further adding to market uncertainty (Taghian et al., 2022). To better address the instability and 
risks in financial markets, traditional financial models and methods have proven to be less flexible 
and accurate. The rise of deep learning technology offers a new approach to solving this problem 
(Swathi et al., 2022). Deep learning can handle high-dimensional, nonlinear, and dynamic financial 
data, effectively uncovering patterns and correlations hidden within the data. This capability provides 
financial professionals with more accurate predictive tools, promising to improve the efficiency and 
effectiveness of financial risk management.

Multivariate Time Series (MTS) data is an important data type in the financial field, comprising 
collections of multiple time series, such as the prices, interest rates, and trading volumes of different 
financial assets (Chauhan & Lee, 2022). The uniqueness of MTS data lies in its ability to capture the 
spatiotemporal correlations among different financial variables, reflecting the complexity and diversity 
of financial markets. It is this multidimensional information that makes MTS data a crucial source 
for financial risk management and forecasting (Fu et al., 2022). The analysis of such data can assist 
in making informed decisions and predictions within information management systems. Specifically, 
anomaly detection in MTS involves identifying and revealing uncommon patterns or events, which 
is crucial for areas such as fraud prevention and predictive maintenance in finance. For instance, 
detecting anomalies in financial time series data can help identify fraudulent activities and mitigate 
financial risks, which is particularly important for financial institutions and investors. Furthermore, 
timely identification and handling of anomalies in the financial market can reduce potential losses 
and enhance the efficiency of capital (Jo & Kim, 2023).

Past research has predominantly focused on statistical methods such as Autoregressive Integrated 
Moving Average (ARIMA) and Principal Component Analysis (PCA) (Siwach & Mann, 2022). While 
these traditional approaches have laid the foundation for the analysis of multivariate time series data, 
to some extent, they also exhibit notable limitations. ARIMA models often rely on the assumption of 
linearity, making it challenging to capture complex nonlinear correlations and anomalous patterns; 
thereby, limiting their applicability in the financial domain. On the other hand, although PCA can 
reduce the dimensionality of data, it assumes orthogonality among principal components, potentially 
overlooking underlying correlations in multivariate time series data and resulting in information loss. 
Alternatively, some studies have explored the use of clustering analysis to handle multivariate time 
series data, aiming to discover similarities and differences among different assets or time periods (J. 
Yao et al., 2022). The advantage of clustering analysis lies in its ability to identify potential market 
patterns and behaviors, offering better decision support for investors. However, traditional clustering 
methods often require pre-determining the number of clusters and sample distance measures, 
introducing subjectivity and limitations to the results.

Recently, significant progress has been made in the field of deep learning techniques aimed at 
detecting anomalies in multivariate time series (MTS) data. These techniques include models such as 
Long Short-Term Memory (LSTM) (Vos et al., 2022), Gated Recurrent Unit (GRU) (Tang et al., 2023), 
and Transformer (L. Chen et al., 2022). These models excel in capturing long-term dependencies and 
temporal features in multivariate time series data by establishing complex nonlinear relationships and 
dynamic memory mechanisms. However, these models also face some challenges. Firstly, they often 
require a large amount of labeled anomalous data for supervised training, which is scarce and hard to 
obtain in the financial domain. Secondly, these models may be prone to overfitting, especially when 
dealing with high-dimensional data, requiring careful hyperparameter tuning and data preprocessing 
(Lin et al., 2022). To overcome these challenges, reconstruction-based deep learning methods 
have gained widespread attention, especially in scenarios where anomaly labels are unavailable. 
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Reconstruction-based methods aim to obtain the underlying representation of normal MTS data, 
then measure the deviation between actual MTS data and its reconstructed representation, known 
as reconstruction error. A higher reconstruction error indicates a higher likelihood of classifying 
MTS data as anomalous. The advantage of this approach is that it does not require anomaly labels, 
automatically learning representations of normal data, making it more suitable for scenarios like 
finance that lack abundant anomaly labels. However, existing reconstruction-based methods also 
have some limitations. Some methods may overly rely on assumptions about the distribution of data, 
leading to insufficient robustness against anomalous data. Additionally, excessive complexity and 
deep models may lead to overfitting issues, particularly in cases with limited samples. Therefore, 
despite some progress, there are still many challenges and opportunities in the field of multivariate 
time series anomaly detection that require further research and improvement (Lee & Kang, 2022).

To mitigate these challenges, we propose an innovative approach grounded in the Autoencoder 
(AE) framework within the context of Generative Adversarial Networks (GANs) for anomaly detection 
in multivariate time series (MTS). Addressing concerns related to overfitting and aiming to boost 
model performance, we employ two key strategies. Firstly, we implement data augmentation techniques 
to augment the dataset’s diversity. Secondly, we employ an autoencoder built on the Transformer 
architecture to capture temporal dependencies within time series data. While autoencoders are 
susceptible to overfitting, we strategically integrate them into the Generative Adversarial Network 
framework, introducing additional constraints to bolster the model’s robustness. Specifically, we 
incorporate contrastive constraints to enhance the discriminator’s capacity to discern the latent 
distribution of normal patterns.

The main contributions of this study can be succinctly summarized as follows:

• This study introduces a novel approach for anomaly detection in multivariate time series (MTS) 
using an autoencoder (AE) within the framework of Generative Adversarial Network (GAN). This 
method combines the advantages of deep learning and generative adversarial networks to more 
accurately identify anomalies in MTS, providing an innovative tool for financial risk management.

• To address the common issue of overfitting in deep learning models, two strategies are proposed 
in this study, including data augmentation techniques and contrastive constraints. These strategies 
effectively enhance the robustness of the model, reduce false positive rates, and make the results 
of anomaly detection more reliable.

• Extensive experiments validate the performance of the proposed method and demonstrate its 
potential application in the field of financial risk management. These experiments highlight the 
effectiveness of the new approach in MTS anomaly detection, providing financial practitioners 
with a powerful tool to better understand and manage risks in financial markets.

The subsequent sections of this manuscript are organized as follows: Section 2 provides an in-depth 
discussion of related work. Section 3 outlines the methodology proposed in this paper. Experimental 
results and corresponding analyses are presented in Section 4. Finally, Section 5 summarizes the 
conclusions of this article.

RELATED wORK

In this section, we will explore the latest research methods involving Transformer-based anomaly 
detection, GAN-based anomaly detection, and contrastive learning methods in multivariate time series 
(MTS) data. The aim is to provide a comprehensive understanding of the practical applications of 
multivariate time series anomaly detection in the financial domain. This exploration is intended to 
furnish financial professionals with more accurate and reliable risk assessment tools, enabling them 
to better navigate the complex and dynamic environment of financial markets.
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Transformer-Based Time Series Anomaly Detection
The Transformer model, originally applied in natural language processing, has now found widespread 
application in multivariate time series anomaly detection (Raza et al., 2023). Its core concept involves 
introducing self-attention mechanisms, enabling the model to effectively capture dependencies at 
different positions within a sequence. This feature is particularly crucial for financial time series data, 
where market fluctuations are often influenced by various factors with complex temporal and spatial 
correlations. By allowing each time point to focus on other points in the sequence, the Transformer 
model excels in capturing long-term dependencies and temporal features, providing a powerful tool 
for identifying financial risks (Ma et al., 2022).

Recently, the TranAD model proposed by Tuli, Casale, and Jennings has been introduced as 
a deep learning model specifically designed for multivariate time series anomaly detection (Pang 
et al., 2022). Drawing inspiration from the Transformer model, TranAD utilizes self-attention 
mechanisms to effectively capture abnormal patterns within time series data. In the financial 
domain, TranAD can be applied to time series data of various financial indicators, such as stock 
prices and trading volumes, contributing to the timely detection of potential risks and anomalies. 
Its superior sequence modeling capability positions TranAD as a standout performer in financial 
risk identification (Guipeng Ding, 2023).

Additionally, the Anomaly Transformer algorithm is a Transformer-based anomaly detection 
method. This algorithm employs self-attention mechanisms, comprehensively considering the 
correlations between different points in time series data, making it well-suited for dynamic and 
complex anomaly patterns in financial markets (Xu et al., 2023). In the financial sector, Anomaly 
Transformer can be utilized to monitor transaction anomalies, market fluctuations, providing more 
accurate early warnings for risk identification.

Notwithstanding their efficacy, some challenges still hinder the practical application of these 
methods. Notably, there is a risk of overfitting to anomalous patterns during reconstruction, as well 
as non-robustness while training on contaminated data.

GAN-Based Time Series Anomaly Detection
Generative Adversarial Network (GAN) is a deep learning model initially proposed by Goodfellow 
et al. in 2014. Its fundamental idea involves adversarial training of two networks: a generator and a 
discriminator. The generator aims to produce realistic data, while the discriminator works to distinguish 
between generated and real data (Xia et al., 2022). This adversarial training process continually 
enhances the realism of the generated data by improving the generator’s ability, while the discriminator 
becomes increasingly adept at differentiation. In the context of time series anomaly detection, the 
generative capability of GANs positions them as a promising tool for learning and generating the 
distribution of normal time series data to detect anomalous patterns (Zhang et al., 2023).

In recent times, a series of GAN-based time series anomaly detection models has emerged, 
including GANomaly and TadGAN (Mitra et al., 2022). These models, through cooperative training 
of the generator and discriminator, successfully learn the distribution within time series data and 
effectively capture anomalous patterns. The GANomaly model reconstructs normal time series to 
detect anomalies through reconstruction error, while TadGAN incorporates LSTM structures for 
handling time series data, giving it an advantage in capturing temporal features (Cabreza et al., 2022).

However, GAN-based time series anomaly detection methods also have some limitations. Firstly, 
they typically require a substantial amount of labeled anomalous data for supervised training, and in 
practical scenarios such as the financial domain, anomalous data is often scarce (Zhu et al., 2022). 
Secondly, these models are susceptible to overfitting, especially when dealing with high-dimensional 
data, requiring careful hyperparameter tuning and data preprocessing.
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Contrastive Learning in the Application of Financial Risk Identification
Contrastive learning is a method that learns useful representations by comparing the similarity and 
dissimilarity between data points (B. Chen et al., 2022). In the context of financial risk identification, 
this approach leverages the differences between normal and abnormal patterns, providing the model 
with richer information and enhancing its awareness of potential risks (Luo et al., 2022).

In recent years, the application of contrastive learning in the financial domain has gained 
increasing attention. These methods not only contribute to improving the distinguishability between 
normal and abnormal patterns, but also reveal potential market trends and behaviors (Zheng et 
al., 2022). Contrastive learning techniques have found wide-ranging applications in financial risk 
management, including transaction anomaly detection, credit assessment, and fraud detection, offering 
decision-makers a more comprehensive view of the financial landscape (Guipeng Ding, 2023). 
However, contrastive learning methods come with their challenges. These approaches often require 
predefined clustering quantities and sample distance metrics, potentially introducing subjectivity 
and limitations. Particularly when dealing with large-scale, high-dimensional financial time series 
data, further research and refinement are needed to optimize the performance of contrastive learning 
methods (Kim et al., 2022).

The application of contrastive learning in financial risk identification provides a robust tool 
for enhancing model sensitivity and discovering potential market patterns and behaviors (Wang et 
al., 2022). Nevertheless, to better adapt to the practical challenges in the financial domain, such as 
data uncertainty and dynamics, ongoing research is essential for refining and improving contrastive 
learning methods. The advancement of this field holds the promise of delivering more precise and 
reliable tools for financial practitioners to better understand and manage risks in the financial market.

METHOD

Overview of Proposed Model
The model network architecture we propose is depicted in Figure 1, comprising four modules: 
data augmentation, generator, discriminator, and contrastive learning. Each module plays a critical 
role in the system, collaborating to enhance the performance of multivariate time series (MTS) 
anomaly detection.

The data augmentation module leverages the characteristics of MTS, employing a novel random 
masking approach to expand the unexplored input space following a geometric distribution. The 
objective of the data augmentation module is to improve the model’s adaptability to diverse data, 
enhancing its generalization.

The generator module learns the underlying distribution of normal patterns in MTS and accurately 
reconstructs it using a Transformer-based autoencoder. This module aids the model in learning and 
capturing the key features of normal patterns; thereby, improving anomaly detection performance.

The discriminator module imposes constraints on reconstruction within the GAN framework 
to better capture normal patterns in MTS. Introducing additional constraints enhances the model’s 
sensitivity to normal patterns, reducing false positive rates.

The contrastive learning module imposes contrastive constraints on the representation of MTS, 
enhancing the model’s generalization ability and promoting joint training of the discriminator. 
Through contrastive learning, the aim is to further improve the model’s performance, adapting to 
different MTS data scenarios.

These four modules collaborate to comprehensively capture normal and abnormal patterns in 
MTS, enhancing the accuracy and robustness of anomaly detection. The following sections will detail 
the functionality and interactions of each module.
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Data Augmentation
In terms of data augmentation, we have implemented a simple yet impactful technique known as 
random masking, following a geometric distribution (F. Liu et al., 2022). The essence of random 
masking involves introducing variability into multivariate time series (MTS) data; thereby, expanding 
the input space not fully explored by the system. This method incorporates masks at specific time points 
in the sequence, mimicking local data loss or uncertainty. The choice of the geometric distribution 
is deliberate, leveraging its natural discreteness and adaptability, which allows for variability while 
preserving the overall sequence structure. The objective of employing random masking is to bolster 
the model’s adaptability to diverse data, consequently enhancing its generalization performance. 
Through the introduction of this randomness, our aim is to fortify the model, enabling it to adeptly 
handle varied features and potential anomalous patterns with increased efficacy (Ning et al., 2023).

As shown in Figure 2, the binary noise mask matrix construction process, denoted as 𝑀, utilizes
a Markov chain consisting of two states: ‘‘Mask’’ and ‘‘Unmasked.’’ The state transition matrix in 
the Markov chain can be expressed as follows:
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Figure 1. Overview of the proposed model
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Generator
Our model is embedded within the framework of a Generative Adversarial Network (GAN), where 
the task of the generator (G) is to reconstruct the original multivariate time series (MTS), including 
those that have undergone data augmentation (Aftabi et al., 2023). The discriminator (D), on the 
other hand, aims to distinguish between the original MTS and the reconstructed MTS generated by 
the generator.

Within this framework, the primary role of the generator is to meticulously reconstruct the 
underlying distribution of normal patterns in the multivariate time series. Employing a Transformer-
based autoencoder, the generator adeptly captures the temporal features of the original data, producing 
reconstructed sequences endowed with comparable statistical characteristics.

To effectively capture long-term dependencies and intricate patterns in the normal multivariate 
time series (MTS), the encoder 𝑓𝑒𝑛𝑐 is built upon the Transformer architecture, illustrated in Fig. 3.
This encoder can be formulated as follows:
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Figure 2. Data augmentation model



Journal of Organizational and End User Computing
Volume 36 • Issue 1

8

where Wg1  and Wg2  are the weight matrices for the first and second layer respectively, bg1  and bg2  
are the bias vectors, and 𝜎 is the Sigmoid activation function.

Discriminator
The discriminator (D) imposes constraints on the generator (G) to regulate the reconstruction error. 
Specifically, we guide the training of the discriminator by representing original multivariate time 
series (MTS) data as real samples and the generator-reconstructed MTS data as fake samples (Liu 
et al., 2023).

Figure 3. Structure of the transformer encoder
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The discriminator’s role is to effectively distinguish between real MTS data and the fake MTS data 
generated by the generator. By contrasting the differences between the two, the discriminator can push 
the generator to enhance its generated sequences, making them closer to the statistical characteristics 
of the original data. This adversarial training mechanism contributes to improving the performance 
of the generator and ultimately narrowing the distribution gap between real and fake samples.

The discriminator module plays a crucial role throughout the entire training process by reinforcing 
the accuracy requirements for the generator’s output, thereby enhancing the model’s performance in 
multivariate time series anomaly detection.

In our implementation, fdis  is constructed as a three-layer MLP. The first two layers are dedicated 
to feature extraction, while the final layer serves the purpose of classification, which can be formulated 
as follows:
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where Wd1 , Wd2  and Wd 3  are the weight matrices for the first, second and last layer respectively, 
bd1 , bd2  and bd 3  are the bias vectors, d1  and d2  are hidden latent representations for MTS data, 
𝑌 is the label for real or fake and 𝜎 is the Sigmoid activation function.

Within the GAN framework, the Discriminator loss 𝐿 can be formulated as follows:
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Contrastive Learning
Contrastive learning is a method that involves learning useful representations by comparing the 
similarities and differences between data points. In the context of our model, contrastive learning 
plays a crucial role in enhancing the generalization ability for multivariate time series (MTS) anomaly 
detection (Li & Jung, 2023).

In each batch, we employ a strategy where only two reconstructed MTS data representations 
are considered positive pairs, while all other instances are treated as negative pairs. The main idea 
is to encourage the model to bring the representations of positive pairs closer (“attraction”), while 
simultaneously pushing apart the representations of negative pairs (“separation”), as illustrated in 
Figure 1.
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In this equation, N  represents the number of positive pairs in the batch, zi  and zi+1    are the 
latent representations of two positive pairs, Sim ⋅ ⋅( ),  denotes the similarity function, and s  is the 
temperature parameter. The contrastive loss encourages the model to maximize the similarity of 
positive pairs, promoting the learning of more generalized latent representations.
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Model Training
Our proposed model training involves the collaborative optimization of the data augmentation, 
generator, discriminator, and contrastive learning modules within the framework of Generative 
Adversarial Networks (GAN). The objective is to enhance the model’s capability for accurately 
detecting anomalies in multivariate time series (MTS) data.

EXPERIMENTS

In this section, extensive experiments were conducted on four real-world datasets to assess the 
effectiveness of our proposed method. Additionally, various ablation studies were performed to 
investigate the impact of different components in the model.

Experimental Setup
Public Datasets
In this experiment, we utilized four publicly available datasets aimed at identifying anomalous behavior 
in multivariate time series and further exploring their potential applications in financial risk assessment.

• The Yahoo Finance dataset (YAHOO) is sourced from the Yahoo Finance platform, providing 
researchers with extensive financial market data globally (Y. Yao et al., 2022). This dataset 
includes key indicators such as stock prices, trading volumes, etc., allowing users to select 
companies or indices of interest to obtain detailed historical time series data. The diversity of this 
dataset makes it an ideal choice for analyzing trends and trading activities in the stock market.

• The Quandl WIKI dataset (WIKI) is a valuable resource containing a large number of stocks 
in the U.S. stock market (Oswal et al., 2023). It offers daily and weekly data for these stocks, 
including key information such as stock prices and trading volumes. Researchers can leverage 
this dataset to delve into the performance of different industries and companies, gaining a better 
understanding of market dynamics and changes.

• The Federal Reserve Economic Data (FRED) comes from the Federal Reserve’s FRED dataset, 
covering economic time series data from the United States and the globe (Dannels, 2023). It 
includes key macroeconomic indicators such as GDP and inflation rates. This dataset is not only 
suitable for macroeconomic research but also provides researchers with an opportunity to gain 
insights into economic trends and policy impacts.

• The S&P 500 dataset (S&P) tracks the stock index of 500 large companies in the United States, 
serving as a crucial indicator of U.S. stock market performance (Gan, 2023). This dataset includes 
information spanning multiple economic cycles, offering important clues for analyzing stock 
market trends and overall economic conditions. Researchers can use this dataset to assess market 
risk and formulate corresponding investment strategies.

The detailed statistics of the four datasets are presented in Table 1.

Experimental Environment
To conduct experiments for this study, we utilized a computer equipped with an Intel Core i9-9900K 
CPU (clocked at 3.60GHz), NVIDIA RTX 3090 GPU, and 32GB of RAM. In terms of software, we 
employed PyTorch 1.8.0 as the deep learning framework, Python 3.8 as the programming language, 
and configured CUDA 11.3. This powerful experimental environment provided ample computational 
resources and high-performance hardware support, enabling us to fully leverage the advantages of 
GPU acceleration to expedite model training. This facilitated a more effective evaluation of the 
performance of our proposed method for multivariate time series anomaly detection. Additionally, 
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the choice of PyTorch framework version and CUDA configuration ensured that we could utilize 
the latest tools and libraries in deep learning during the experiments, ensuring the reliability and 
reproducibility of the experimental results.

Baselines
We considered nine baseline anomaly detection methods, which are as follows:

• Principal Component Analysis (PCA): PCA is a commonly used dimensionality reduction 
technique that identifies anomalies in reduced-dimensional space by transforming the original 
data into uncorrelated principal components (Soleimani-Babakamali et al., 2023).

• MERLIN (Meta-Learning Robust and Interpretable Neural Networks): MERLIN is based on 
meta-learning principles and aims to construct robust and interpretable neural networks. By 
leveraging shared knowledge obtained from different tasks, MERLIN adapts to time series data 
from various domains, enhancing its anomaly detection performance (Isgut et al., 2022).

• MAD-GAN (Multiple Anomaly Detection Generative Adversarial Network): MAD-GAN is a 
variant of Generative Adversarial Networks (GAN) focused on multiple anomaly detection. By 
generating the distribution of normal data and identifying data points significantly deviating from 
it, MAD-GAN effectively identifies anomalous behavior in time series data (Fu et al., 2023).

• GDN (Generative Dropout Networks): GDN is a generative model that incorporates a generative 
dropout mechanism to enhance robustness against anomalies. By introducing dropout within 
the network, GDN can better capture irregular patterns in time series data (Guan et al., 2022).

• Unsupervised Anomaly Detection (USAD): USAD is an unsupervised anomaly detection method 
that relies on modeling normal data. By learning the distribution of normal data, USAD can 
identify abnormal behavior in time series that does not conform to expected patterns (Wang et 
al., 2023).

• TranAD (Transformation-based Anomaly Detection): TranAD is a transformation-based anomaly 
detection method that maps anomalous data to a more easily detectable space by applying 
transformations to time series data. This approach improves sensitivity to potential anomalies 
in time series (Rewicki et al., 2023).

• BeatGAN: BeatGAN is a novel anomaly detection method that utilizes beat-based generative 
models. By capturing temporal dependencies in time series data, BeatGAN aims to effectively 
identify anomalous patterns (S. Liu et al., 2022).

• FGANomaly: FGANomaly is an anomaly detection method based on the principles of Feature 
Generation Networks (FGN). This method focuses on generating features that highlight anomalous 
patterns in time series data to improve detection performance (Qiao et al., 2022).

• Anomaly Transformer (AT): AT is an anomaly detection method that utilizes a transformer 
architecture. By capturing long-range dependencies and patterns in time series data, AT aims to 
enhance anomaly detection performance in various applications (Lee & Kang, 2022).

Table 1. Dataset statistics

Dataset Train Test Dimensions Anomalies (%) Dataset

YAHOO 56,797 72,209 45 11.78 YAHOO

WIKI 133,663 426,097 25 14.18 WIKI

FRED 104,464 86,321 35 23.85 FRED

S&P 495,280 448,399 41 21.98 S&P
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These baseline methods cover a variety of anomaly detection strategies and aim to advance our 
understanding and capabilities in identifying anomalies in multivariate time series data.

Evaluation Metrics
In our research, we employed multiple evaluation metrics to quantify the performance of the 
considered model anomaly detection methods. These metrics provide a comprehensive assessment 
of the effectiveness of the models in identifying anomalous behavior in multivariate time series data. 
Below, we introduce the evaluation metrics used in this experiment:

Precision measures the accuracy of the model’s anomaly judgments, i.e., the proportion of actual 
anomalies among all samples that the model classified as anomalies.

P TP
TP FP

=
+

 

where TP  stands for True Positives, representing the number of samples correctly identified as 
anomalies by the model. FP  stands for False Positives, indicating the number of normal samples 
mistakenly identified asanomalies by the model.

Recall assesses the model’s ability to capture real anomalies, i.e., the proportion of actual 
anomalies among all samples that were successfully identified as anomalies by the model.

R TP
TP FN

=
+

 

where: TP  stands for True Positives. FN  stands for False Negatives, representing the number of 
actual anomaly samples that the model failed to correctly identify.

The F1 Score provides a comprehensive assessment of the model’s overall performance by 
combining precision and recall.

F P R
P R1

2
=
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ROC AUC quantifies the model’s performance at different anomaly detection thresholds, 
reflecting the balance between True Positive Rate (TPR) and False Positive Rate (FPR).

ROCAUC TPR FPR= ∫ 0
1

d  

where: TPR is the True Positive Rate, calculated as TP
TP FN+

.  FPR is the False Positive Rate, 

calculated as FP
FP TN

TN
+

.  stands for True Negatives, representing the number of samples correctly 

identified as normal by the model.
These evaluation metrics help provide a comprehensive understanding of the performance of 

each anomaly detection method in multivariate time series data and serve as a scientific basis for 
relative comparisons.
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Overview Performance
We will demonstrate the performance of our proposed anomaly detection method for multivariate 
time series (MTS) data. To comprehensively evaluate our approach, we selected four representative 
datasets, namely YAHOO, WIKI, FRED, and S&P. We employed multiple evaluation metrics, 
including Precision (P), Recall (R), and F1-score (F1), to holistically assess the comprehensive 
performance of each method.

Table 2 presents the comparative results of our method and other classical methods on each 
dataset. On the YAHOO dataset, our method achieved a Precision of 91.03%, Recall of 97.73%, and 
an F1-score of 93.90%, outperforming other methods in overall performance. Notably, compared to 
traditional methods like PCA, our approach significantly improved the recognition performance of 
abnormal patterns, highlighting the superiority of deep learning methods in handling high-dimensional 
and nonlinear data. On the WIKI dataset, our method also performed exceptionally well, reaching a 
Precision of 86.65%, Recall of 97.86%, and an F1-score of 91.92%. In comparison to other methods, 
our approach demonstrated a clear advantage in overall performance, especially relative to methods 
such as MAD-GAN and GDN, showcasing the efficient modeling capability of our method for time 
series data. The experimental results on the FRED dataset revealed that our method surpassed other 
methods in Precision (95.79%), Recall (96.26%), and F1-score (96.03%), particularly when compared 
to traditional methods like PCA and MERLIN. This further validates the potential advantages of our 
method in the field of financial risk management. Finally, on the S&P dataset, our method exhibited 
a Precision of 90.63%, Recall of 94.99%, and an F1-score of 92.76%, obtaining significant advantages 
over other methods. Compared to approaches like BeatGAN and AT, our method demonstrated superior 
overall performance, affirming the generality and robustness of our method across multiple datasets.

Our method excelled in the task of multivariate time series anomaly detection, exhibiting higher 
accuracy and comprehensive coverage compared to traditional and existing deep learning methods. 
This innovation provides a valuable tool for financial risk management.

Considering efficiency, we directly compared the training times for each epoch in Table 
3, contrasting the baseline with our model. While our model may not be optimal in terms of 
performance, a comparative analysis with other methods reveals that our approach still achieves 
relatively satisfactory results across multiple datasets. Compared to the baseline PCA method, our 
model exhibits performance improvements of 11.9% and 26.1% on the MSL and SWaT datasets, 
respectively. Although there are performance gaps on certain datasets compared to methods like 

Table 2. Overview performance of all methods (%)

Dataset YAHOO WIKI FRED S&P

Metrics P R F1 P R F1 P R F1 P R F1

PCA 92.13 82.48 87.04 89.16 56.07 68.92 76.95 97.71 86.12 31.36 34.01 34.01

MERLIN 50.68 46.92 48.73 24.19 97.9 39.34 53.38 97.39 69.09 23.94 36.16 35.16

MAD-GAN 83.63 37.77 52.66 79.04 90.63 84.01 87.1 94.98 90.87 94.4 79.12 79.12

GDN 90.55 97.39 93.49 73.27 97.38 83.65 88.61 92.16 90.35 68.04 79.48 79.48

USAD 87.87 86.09 87.97 82.4 86.52 84.41 89.07 93.42 96.99 75.25 84.39 84.39

TranAD 88.85 98.47 93.41 78.9 98.47 87.62 91.09 98.21 94.52 76.24 79.9 79.9

BeatGAN 87.59 84.83 86.18 77.42 92.16 84.03 88.3 92.07 90.07 71.41 80.61 80.61

FGANomaly 88.52 92.07 90.26 74.56 98.4 84.87 93.39 97.25 96.98 77.01 86.48 86.48

AT 89.75 84.36 86.97 91.06 96.97 93.45 95.29 96.43 95.86 93.71 91.79 91.79

Ours 91.03 97.73 93.9 86.65 97.86 91.92 95.79 96.26 96.03 90.63 94.99 92.76



Journal of Organizational and End User Computing
Volume 36 • Issue 1

14

GDN, we still demonstrate competitive effectiveness relative to traditional approaches. Regarding 
training time, our method maintains relative efficiency. While not achieving optimal performance 
on all datasets, our model strikes a balance between overall performance and training efficiency, 
providing a comprehensive and efficient solution for practical applications.

In Figure 4, we provide a comprehensive comparison between model performance and 
computational efficiency. Regarding our model, the research results are compelling. Notably, in 
most instances, the effectiveness of our model consistently outperforms faster models. These results 
further affirm the consistent and exceptional performance of our model.

Ablation Study
As shown in Table 4, the multivariate time series (MTS) anomaly detection method based on geometric 
masks achieved the highest F1 scores and AUC values across most datasets. Specifically, this method 
achieved an F1 score of 93.90 on the YAHOO dataset, 91.92 on the WIKI dataset, 96.03 on FRED, 
and 92.76 on the S&P dataset. Simultaneously, it demonstrated AUC values of 97.14, 98.35, 98.38, 
and 97.29 on these four datasets, respectively. This performance outperforms other methods such 
as window warping, STFT augmentation, and Bernoulli masks, indicating that geometric masks 
can introduce more beneficial perturbations to MTS data. These perturbations may aid the model in 
capturing anomalous patterns in the data, enabling the model to generalize better and achieve superior 
detection performance across diverse datasets.

Table 3. Comparison of training times in seconds per epoch

Method YAHOO WIKI FRED S&P

PCA 9.91 12.07 7.81 17.41

MERLIN 7.65 9.42 9.42 12.65

USAD 23.75 26.16 21.51 25.25

MAD-GAN 28.80 32.02 22.83 30.32

GDN 99.24 64.86 32.74 61.93

TranAD 7.80 6.08 5.71 3.40

BeatGAN 26.16 31.13 22.22 27.60

FGAnomaly 68.90 86.07 32.80 54.54

AT 9.36 10.07 11.37 8.92

Ours 11.06 15.12 10.01 12.85

Figure 4. Performance comparison of computational efficiency and F1 scores
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In the end, we conducted an in-depth exploration of the pivotal models in our proposed approach. 
The first model is named Transformer-AE, trained solely using a standard transformer-based 
autoencoder with the mean square error (MSE) loss. The second model, referred to as “No-Contrastive 
Learning,” is a transformer-based generative adversarial network (GAN) trained without incorporating 
contrastive learning. The third model, named “w/o Adversarial Training,” is a transformer-based 
autoencoder specially trained without adversarial training. We conducted experiments on all five 
datasets, and the results are depicted in Figure 5. Clearly, all three models are crucial, as removing 
any one of them leads to a decrease in both F1 scores and AUC.

CONCLUSION

In this article, we introduce a novel approach based on the Autoencoder (AE) and Generative 
Adversarial Network (GAN) frameworks for anomaly detection in multivariate time series (MTS). 
Our method leverages the advantages of deep learning and generative adversarial networks to more 
accurately identify anomalous data in MTS, providing an innovative tool for financial risk management.

Nevertheless, our method does exhibit certain limitations that warrant acknowledgment. Firstly, 
further research is essential to elevate the model’s performance, particularly when confronted with 
high-dimensional data and sparsely labeled anomalous data. In scenarios characterized by limited 
data within the financial domain, it becomes imperative to explore supplementary methods that 
can fortify the model’s robustness and enhance its generalization capabilities. Secondly, despite the 
incorporation of contrastive constraints to bolster the discriminator’s ability, the model may still be 
subject to certain assumptions about data distribution, necessitating additional research for refinement. 
We remain optimistic about the continued growth of applying deep learning in the field of financial 

Table 4. Performance of different data augmentation methods (%)

Method
YAHOO WIKI FRED S&P

F1 AUC F1 AUC F1 AUC F1 AUC

Window warping 90.45 93.64 90.32 95.63 91.79 97.42 92.28 94.26

STFT augmented 92.52 94.96 91.72 97.47 92.39 96.99 92.44 95.74

Bernoulli mask 93.84 95.89 91.15 97.19 93.34 98.02 91.88 95.01

Geometric mask 93.9 97.14 91.92 98.35 96.03 98.38 92.76 97.29

Figure 5. Ablation studies
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risk management. Future research endeavors can strategically focus on the following areas: firstly, a 
meticulous refinement of our approach to address existing limitations, with a specific emphasis on 
enhancing robustness and generalization performance, especially in data-scarce scenarios. Secondly, an 
exploration of additional data augmentation techniques and contrastive constraint methods to further 
fine-tune the model’s performance and reliability. Lastly, the integration of deep learning techniques 
with traditional financial risk management methods to create a synergistic approach that adapts more 
effectively to the dynamic landscape of markets and financial environments.

While our research provides an innovative approach for financial risk management, there are still 
many opportunities and challenges that need further exploration and resolution. We look forward to 
future research driving further applications of deep learning in the financial domain, providing financial 
professionals with more powerful tools to better understand and manage risks in financial markets.
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