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ABSTRACT

With the advent of internet of things (IoT), new network paradigms have emerged. One such technology 
is cloudlets. Cloudlets are being increasingly used in various IoT-based applications such as smart 
homes, smart cities, healthcare, and industrial automations. Cloudlets have an advantage of proximity 
to the end-device while offering services similar to the cloud. Existing cloudlets use IEEE 802.11 
for communication between nodes. In this paper, the authors present a protocol customized for 
usage in cloudlets, which also considers various limitations of the node that constitute the cloudlet. 
The nodes on the cloudlet are generally constrained in terms of power and memory when compared 
to nodes on a cloud. The custom protocol also incorporates fault-tolerance, time synchronization, 
and factors such as task affinities for communication. The protocol proposed in this paper gave an 
excellent packet delivery ratio, the lowest being 91% even with increased bandwidth usage when 
compared to IEEE 802.11.
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With advances in internet of things (IoT) research, new computing paradigms have emerged (Pham et 
al., 2022). Billions of edge devices are part of multiple application domains in IoT. One of the primary 
areas of applications of IoT (Malik et al., 2021) is in industrial systems. Industrial IoT currently uses 
either edge or server-based computing due to the necessity of securing data. While large industrial 
complexes may employ a private cloud (Prajapati et al., 2018), medium or small-scale industries prefer 
edge computing (Khan et al., 2019). Edge computing requires powerful coordinators connected to 
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the end device to process the data (Cao et al., 2020). Industrial networks are inherently hierarchical 
(Galloway & Hancke, 2012); one possible solution is using cloudlet systems. The cloudlet layer is 
an extra layer introduced between the edge of the IoT system and the cloud. The cloudlet layer could 
handle short-term data processing and control decisions, while long-term data storage can be done 
on the cloud.

We have built a cloudlet system using multiple Qualcomm DragonBoard 410c development 
boards (Kakade, 2023). Our earlier work (Kakade et al., 2023) details the distributed task-sharing 
algorithm used on the cloudlet framework. For tasks and data to be distributed efficiently among the 
nodes in the cloudlet, an ideal network protocol stack is required for communicating between the 
nodes in the cloudlet. Currently, most cloudlet systems use IEEE 802.11 for communication between 
nodes in the cloudlet.

The custom algorithm described in this paper is a novel algorithm which considers multiple 
parameters such as:

• processing load on the node
• storage space availability of the node
• number of active network connections
• type of node used in building a communication protocol between various nodes in the cloudlet

The distributed task-sharing algorithm requires regular communication between various nodes 
in the cloudlet to obtain information regarding the state of the node’s processing power and available 
storage, as task migration decisions are made based on these parameters. The exchange of information 
is done at regular intervals so that the decisions are not based on stale information. Whether tasks are 
migrated or not, the nodes will communicate consistently between them based on their current CPU 
and storage status. This requires a standardised network protocol to achieve constant communication 
between the nodes.

The network protocol stack is a set of protocols that are used to enable communication between 
nodes in a cloudlet. These protocols define the rules and standards for transmitting data over the 
network, ensuring that information is sent and received correctly (Xiang & Shaobin, 2020). By using 
a network protocol stack, nodes in a cloudlet can communicate with each other efficiently, enabling 
seamless data transmission and ensuring the integrity of the information being exchanged. Additionally, 
the network protocol stack allows for effective resource management within the cloudlet, enabling 
optimal utilisation of available network resources and ensuring smooth operation of various services 
within the cloudlet.

The significant contribution of this paper is novel custom-built network protocols explicitly 
designed for communication between nodes in a cloudlet environment. These custom-built protocols 
are optimised for cloudlet networks’ unique characteristics and requirements, ensuring efficient data 
transmission and low latency. The development of this custom protocol is a significant contribution to 
the field, as it addresses the specific challenges and optimisations needed for effective communication 
within a cloudlet. Furthermore, the paper provides an in-depth analysis of the performance and 
effectiveness of this custom protocol compared to traditional network protocol stacks, demonstrating 
the superiority in terms of speed, reliability, and resource utilisation. Overall, this paper highlights 
the importance of a network protocol stack in enabling effective communication between nodes in a 
cloudlet and demonstrates the value of a custom-built protocol.

To the best of our knowledge, this paper is the first to propose and implement a custom network 
protocol stack specifically designed for communication within a cloudlet. The results of our 
experiments show significant improvements in data transmission efficiency and network resource 
utilisation compared to traditional network protocol stacks.

The rest of the paper is organised as follows: the next section gives a brief introduction to cloudlets 
and the proposed cloudlet architecture, followed by a detailed description of the operation of the 
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custom network protocol stack; the implementation details are discussed in the following section 
along with the results and analysis; and we conclude with the significant contribution of this paper 
and the direction of our future work.

CLoUdLeTS

A cloudlet is a small-scale data centre or a cluster of computing devices designed to provide cloud 
services to primarily constrained devices close to it (Babar et al., 2021). The industrial IoT system is 
made up of many heterogeneous nodes that are connected using different wired and wireless networks 
(Lou et al., 2021). An industrial system has at least three levels of network hierarchy. The lowest level 
comprises sensors and actuators, while the second level comprises programmable logic controllers 
and computerized numerical control systems; the third level generally includes complex computing 
devices that can form edge devices in IoT systems. Industrial IoT systems are an ideal application 
for a localised cloudlet architecture as they guarantee data privacy, security, and predictable latency 
jitters (Fernández-Caramés et al., 2018). The proposed cloudlet system is a low-cost solution that is 
easily adaptable to small-scale and medium-scale industries. This solution is also scalable for large-
scale industries since the architecture and the network protocol provide a consistent performance 
irrespective of the number of nodes that are part of the cloudlet system. The complete cloudlet 
architecture is shown in Figure 1.

The solution eliminates the need to pay for higher-cost, less secure cloud services that may be 
inaccessible due to connectivity issues. Most industrial complexes are situated at the periphery of 
cities, so the network connectivity may need to be more consistent. Also, cloudlet systems solve the 
significant and unpredictable jitter in task execution by allowing tasks with hard real-time deadlines 
to be scheduled on a priority basis (Ramasubbareddy & Sasikala, 2021). Tasks with long-running 
and soft real-time deadlines may be transferred to the cloud. Generally, industrial networks have three 
levels of hierarchy, as shown in Figure 2.

Figure 1. The Complete Architecture of Cloudlet
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1.  The device level, i.e., the network of sensors and actuators. The primary function at the device 
level is data acquisition and control.

2.  The field level, which is made up of controllers and programmable logic controllers. This level 
controls the manufacturing process or industrial equipment. The processing capabilities required 
are high because complex control functions are implemented at this level.

3.  The plant level comprises two or more complex computing devices that form the edge of the IoT 
system. We propose replacing level 3 with a cloudlet system comprising distributed system on 
chips (SoCs) connected in an ad-hoc network.

The cloudlet system meets the requirements of industrial IoT: responsiveness, scalability, usability, 
flexibility, and security (Ren et al., 2019).

The cloudlet system collects industrial data in real time from the end devices in Levels 1 and 2.

distributed Cloudlet Architecture
This section gives a brief overview of the distributed cloudlet architecture. Distributed cloudlet 
architecture is a decentralised system where computing resources are distributed across multiple nodes 
in a cloudlet. By distributing computing resources this way, the architecture aims to reduce latency 
and improve the overall performance of applications and services (Shaukat et al., 2016). As seen in 
Figure 3, the end devices are connected to the individual nodes in the cloudlet architecture rather 
than relying on a central node for data processing. In addition, distributed cloudlet architecture also 
offers improved reliability and fault tolerance. By distributing computing resources across multiple 
cloudlets, the architecture reduces the impact of potential failures or disruptions of a single node on 
the overall system. This architecture also enables scalability, as additional nodes can be easily added 
to the network to accommodate increasing demands.

In addition to the hardware components, the individual nodes in the cloudlet architecture are 
equipped with software components essential for efficient data processing and management. These 
include operating systems tailored for the specific hardware architecture, virtualisation technologies 
for creating isolated environments, and distributed processing frameworks for coordinating and 
executing computational tasks across interconnected nodes.

The architecture of the individual node in the cloudlet is designed to provide a robust and efficient 
platform for handling diverse data processing tasks. The combination of powerful hardware and 
optimised software components enables each node to contribute effectively to the overall functioning 

Figure 2. Hierarchical Model of Industrial Networks
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of the cloudlet system, ensuring seamless collaboration and efficient data processing across the 
interconnected nodes.

By utilising the Qualcomm Snapdragon 410c SoC and integrating it into the cloudlet architecture, 
we can leverage the processing power, connectivity options, and storage capabilities of the individual 
nodes to achieve scalable and decentralised data processing, thereby enhancing the overall performance 
and efficiency of the cloudlet system.

Generally, in the case of industrial systems, there is a requirement of nearly zero jitter, 
which a cloud-based system cannot provide with varying networking latencies and connectivity. 
Cloudlets provide low-power computing capability with limited processing and memory, but 
as a distributed connected system, they can handle complex control algorithms while meeting 
hard real-time deadlines. The distributed architecture for task scheduling and data storage was 
described in our earlier paper (Kakade et al., 2023). In this paper, we only concentrate on the 
performance of the network protocol stack.

NeTwoRK PRoToCoL STACK FoR dISTRIBUTed CLoUdLeT SySTeMS

The network of cloudlets will be medium-sized and sparsely distributed. The nodes in the network 
are primarily SoCs. They may be based on Qualcomm Snapdragon 410c (Basic Kit for DragonBoard-
410c, n.d.), Qualcomm Snapdragon 820c (DragonBoard 820c Hardware, Documentation, n.d.) or 
Qualcomm Snapdragon 888 (Snapdragon 888 Mobile Hardware Development Kit, n.d.). Each node 
in the cloudlet is connected to multiple end devices using one of the standard IoT communication 
protocols. On the other end, the cloudlet nodes are connected to the cloud using standard wired or 
wireless communication based on the availability of the infrastructure (Tawalbeh et al., 2015; Jia 
et al., 2015). Mobile ad-hoc network (MANET) protocols (Khan et al., 2018) are available, but the 
MANET network’s primary focus is large and densely populated mobile nodes.

Similarly, multiple protocols are available for communication and networking in wireless sensor 
network (WSN) (Ketshabetswe et al., 2019). However, they work better with energy-constrained end 
devices and have limited processing power and memory compared to the SoCs. WSNs are meant for 
networks that cover a large geographic area (Ali et al., 2017). The nodes in the cloudlets will be placed 
nearby; hence, we have developed our own communication protocol for various nodes in the cloudlet.

The network protocol stack described here is the local network between various nodes in the 
cloudlet. While developing the network protocol stack, the primary aim was to keep it as lightweight 
as possible and ensure that multiple node characteristics such as task affinity, bandwidth availability, 

Figure 3. Distributed Cloudlet Architecture
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storage space, and CPU availability were factored in. It is not possible to use the entire IEEE 802.11 
stack to connect the various nodes in the cloudlet for multiple reasons:

1.  The nodes have limited memory, which might already be in use for processing or storage.
2.  The nodes in the cloudlet need to communicate in real time and require guaranteed latencies 

and delivery rates, which cannot be provided by collision-based protocols such as carrier sense 
multiple access (CSMA) collision detection or CSMA collision avoidance.

The cloudlet architecture is also dynamic, with new nodes added as required, while some nodes 
may shut down or be removed entirely from the network. This was taken into account while designing 
the network protocol stack. We went in for a cross-layer protocol stack rather than a layered network 
stack to ensure the protocol is lightweight while providing real-time guarantees. Every node in the 
cloudlet was assigned an ID based on its role in the cloudlet system. The node ID is a vital part of the 
network protocol design. SoCs such as Qualcomm Snapdragon 410c, which are capable of limited 
processing, are usually used for data gathering. Qualcomm Snapdragon 820c, being slightly more 
powerful, can run pruned machine learning and deep learning algorithms. Qualcomm Snapdragon 
888, with its excellent graphic capability, can be used for computer vision.

The size of the network may vary from 20 nodes to 50 nodes. This is the largest cloudlet system 
attempted to the best of our knowledge. The network protocol stack should be able to scale irrespective 
of the network size.

Network Protocol Stack
In this sub-section, we present the complete network protocol stack connecting the various nodes in 
the cloudlet.

Neighbour Discovery
As the cloudlet architecture is entirely decentralised, every node has to discover its role in the network. 
This process starts with neighbour discovery. Every node in the network is in communication range; 
hence, they are all “neighbours” in network terms.

The issue with this is that as the network’s size increases, the scalability of any protocol stack 
will be affected. If it is a contention-based protocol, the number of contentions and packet loss due 
to contention will be high. The energy consumption due to the control overhead and packet loss will 
also be high. If the communication protocol is contention-less, like time division multiple access 
(TDMA), then the number of time slots required will be very large, and communication latencies 
will be high. Hence, we have divided the network into subregions to improve the scalability of the 
network, as shown in Figure 4.

Henceforth, the term “neighbour” describes nodes in a subregion.
The node in the first subregion, which carries the minimum ID, starts initialising the network. The 

node broadcasts information about: its task affinities, its ID, available network bandwidth, available 
data storage (lightly loaded, moderately loaded, heavily loaded), and CPU utilisation (lightly loaded, 
moderately loaded, heavily loaded).

The nodes that receive the broadcast make an entry in a neighbour cache and wait for a random 
amount of time before broadcasting their information to their neighbours.

For example, if node A in Figure 5 initiates the broadcast, nodes B, C, and D will receive the 
broadcast and wait for a random duration of time before broadcasting their information to their 
neighbours E, F, and G in the following subregion. The random duration is calculated based on the 
available bandwidth, the data load status, and the CPU utilisation status. To this, a random number 
is added.

The delay relation can be represented as follows:
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Delay µ (1/CPU Utilisation) 
Delay µAvailable data storage 
Delay µAvailable Bandwidth (Provided there is task affinity) 

After the delay, the nodes will send the same information as node A. The advantage of such 
randomisation is that lightly-loaded nodes end up at the top of the neighbour table compared to 
moderately-loaded or heavily-loaded nodes. Also, nodes with higher task affinities will end up at 
the top of the table.

Figure 4. Division of Network Into Subregions

Figure 5. Initial Broadcast of Node A to Its Neighbours
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The random value is added to introduce randomness in the initial stage of the cloudlet when all 
resources will be free.

For example, in Figure 6, if C is lightly loaded and can execute the same set of tasks as A, C 
will broadcast its information first. Hence, A will know C’s availability and place it at the top of the 
network cache. If A now needs to offload data or tasks because it is heavily loaded, node C is most 
likely to receive that additional work.

We are not considering energy in this scheme, as all nodes on the cloudlet will be powered using 
standard power lines. Power conservation is not a significant factor in this protocol stack. Hence, 
we cannot adapt existing ad-hoc network or WSN protocol stacks as they are more oriented towards 
reducing energy consumption, which is a non-issue in our case.

The broadcasts continue until all nodes in all subregions have information about their neighbours in 
their cache. In case there is a node that has yet to hear from its neighbours for a long duration of time, 
it can broadcast a discovery message to its neighbours. When a node receives a neighbour-discovery 
message, it will wait for a random delay (based on the data load, CPU utilisation, and task affinity). 
Once neighbour discovery has been completed, the nodes can now communicate with each other.

Suppose node A wants to offload some of its data or tasks to another node in the cloudlet. In that 
case, it will examine the neighbour cache and select the node with maximum task affinity, minimum 
data load, and CPU utilisation. The priority here will be given to CPU utilisation and task affinity 
if it is the task that is being migrated. If it is the data that is being migrated, then more weigh will 
be assigned to the memory space available on the neighbours. Therefore, while node C may have 
better task affinity and less CPU utilisation, the amount of data space available may not be sufficient. 
Hence, A might choose any of its other neighbours, B or D, depending upon the availability of space. 
An essential factor that each node considers before forwarding the packet is the available network 
bandwidth. Communication occurs if the network bandwidth is low or medium; otherwise, a different 
neighbour is selected.

Media Access Control
Initially, while the network is being set up, the media access control (MAC) protocol will be pure 
CSMA. Once neighbour discovery has been completed, a new MAC protocol, which is TDMA-based, 
will take over. Communication is divided into cycles. Each communication cycle is further divided 
into time slots.

Figure 6. Node C Broadcasts Its State’s Information to Its Neighbours
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There are two types of time slots: static and dynamic, as shown in Figure 7. In this manner, our 
MAC protocol resembles Flexray (Wang et al., 2015), which is used for intravehicular time-based 
communication.

Static Time Slot Allotment
The node with the minimum node ID assigns itself the first time slot and then broadcasts the 
information to the neighbours, as shown in Figure 8. In the example shown in Figure 8, Node A has 
the minimum ID; hence, it assigns itself the first time slot. A then broadcasts its information to its 
neighbour.

They, in turn, will select a time slot close to A; how close to A depends upon the time delay 
calculated during the neighbour-discovery phase. Node C, which would have transmitted with 
minimum time delay, will pick the second slot. This process will continue, and nodes B and D will 
forward the selected time slots and the free time slots to their neighbours, who will then choose their 
residual time slots.

The time slots being selected here are the static time slots. After the second neighbour, the 
time slots can overlap because the possibility of contention when a node is three subregions away 
is negligible. If tasks or data are to be offloaded to any nodes, the nodes with the subregion or the 
subregions that are closer to each other are considered.

This means there is only a need for a limited number of static time slots, making the protocol 
scalable.

In Figure 8, A and L take over the same time slot so that collision may occur. To avoid this, nodes 
transmit first so that they can reach nodes in their subregion or adjacent subregion. If node A wants to 
send data in the subregion, it will first try within Subregions 1 and 2 by limiting the communication 
energy. Node L, which is in Region 3, will try 3 and 4. If it cannot find a node, then there will be a 
collision. This is a limitation, but such a situation rarely arises.

Figure 7. Static and Dynamic Time Slots

Figure 8. Static Allotment of Slots
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This process is shown in Figure 8.

dynamic Time Slots
The dynamic time slots are not pre-reserved. If any node wants to use the dynamic time slot, it should 
do so by making a reservation for the dynamic time slot at the end of its communication in the static 
time slot. So if A wants to use Dynamic Slot 3, then at the end of its communication at Static Slot 1, 
it will advertise that it will use Dynamic Slot 3.

Dynamic time slots are usually used for non-real-time communication. Even though dynamic 
time slot reservation is made on the fly, there will not be any contention as the nodes will choose 
the dynamic time slot they want to communicate in at the end of the static time slot. The number of 
dynamic time slots is less than the static time slots. We have experimented with various size ratios 
and found the ideal static-to-dynamic time slot ratio to be equal to half the number of nodes in the 
network. If the dynamic time slots become full in the current communication cycle, the node can wait 
until the next communication cycle to use the dynamic time slot. It must be noted here that dynamic 
time slots are not used for real-time communication.

Fault Detection
To have secure and reliable communication, we have added two bus guardians with a high 
communication range who will monitor all communications on the cloudlet system. If any cloudlet 
node sends corrupt data or data with incorrect timing, the bus guardians will take over and send an 
error message. The bus guardians are also responsible for maintaining time synchronisation between 
the various nodes. Two time slots at the beginning of every communication cycle are reserved for the 
two bus guardians in which they transmit timing and control information. We have used precision 
time protocol (PTP) (Watt et al., 2015) for time synchronisation, which is common in industrial 
networks. The communication between the nodes in the cloudlets will primarily be wireless and use 
the industrial, scientific, and medical band. So, each SoC will be equipped with a transceiver capable 
of communicating in the 2.4 GHz band.

Algorithm

Node
1: for each node, do
2:  if node_id = minimum_node_id then
3:   call broadcast(id, task_affinity, available_data_storage, 
      available_cpu, available_network_bandwidth) 
4:  else
5:    call wait_for_neighbour_broadcast()
6:  end
7: end

Neighbour Broadcast
1: if the neighbour’s broadcast is  received,  then
2:  index ← call calculate_neighbour_table_index_value()
3:  call insert_neighbour_parameters_into_neighbour_table()
4:  delay ← call calculate_random_delay(neighbour.cpu_utilization, 
     neighbour.data_storage,1 / (neighbour.network_bandwidth)) 
5:  call broadcast(id, task_affinity, available_data_storage, 
     available_cpu,available_network_bandwidth) 
6: end
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Assignment of Static Time Slot
1: if node_id = minimum_node_id, then
2:         time_slot ← call get_time_slot(1)
3:         call broadcast_time_slots()
4: else
5:         call wait_for_static_time_slot_broadcast()
6: end
7: if received static time slot broadcast, then
8:   time_slots←callcheck_for_free_time_slots() 
9:         n← call get_first_free_time_slot()
10:   call choose_time_slot(n + delay)     
11:   call broadcast_time_slots(time_slots)
12: end

NS 2 Implementation
The simulation of the cloudlet was performed using Network Simulator 2 (NS 2.35) (About 
NS2 v2.35, n.d.). We used NS 2.35 as it is a universally accepted simulator (Alkenani & Nassar, 
2022). We did not use Version 3 because it needs to implement various factors, such as node 
grouping according to task affinity. It also does not allow variation in cross-layer protocol design 
where individual node characteristics are used for determining the source and destination of 
communication. Also, NS 2.35 has a precise modular implementation, allowing us to implement 
our custom network protocol stack quickly.

To test the scalability of the network implemented, we varied the number of nodes from 10 to 
50. We envisage that the number of nodes in a cloudlet will not exceed 50, as cloudlets are supposed 
to be a miniature version of a cloud-based system.

All nodes in the cloudlet are within communication range of each other. Hence, the primary 
implementation has been in the MAC layer. Additionally, a time synchronisation protocol was 
implemented to coordinate the timing between various nodes in the network. The time synchronisation 
protocol implemented was the standard industrial PTP. Since the network is expected to be fault 
tolerant, two additional nodes with snooping capability were included to monitor all the traffic in 
the network. These nodes are termed bus guardians. The bus guardians were added to the general 
operation directory (GOD.cc) since GOD.cc is aware of all the transactions in the network. The 
traffic generation model was also modified to ensure that nodes with similar task affinities formed the 
source-destination pair. Even when the traffic was generated randomly, if the criteria of task affinity 
were not satisfied, the source-destination pair was replaced with nodes with similar task affinities.

Variations were made to the TDMA protocols to introduce the concept of mini-time slots. To 
implement the mini-time slots in which time-critical data was sent, the major slots were taken as integer 
multiples of the mini-time slots. The nodes were dynamically allocated the major time slots and were 
required to reserve the mini-time slots in advance. All changes were implemented in mac-tdma.cc.

As all nodes were in communication range of each other, we used a DumbAgent as the routing 
protocol. In literature (Khanh et al., 2020), IEEE 802.11 is used mainly for communication between 
nodes in a cloudlet. Hence, we did a comparative study of our custom protocol with IEEE 802.11, 
non-persistent CSMA (Ma et al., 2018), Aloha (Munari et al., 2015), and TDMA (Le et al., 2017).

We have compared the packet delivery ratio, the control overhead, and the latency incurred by 
the various protocols. The detailed results and their implications are discussed in the next section.

ReSULTS ANd dISCUSSIoN

This section presents the result of the simulation of the network protocol stack for varying data loads. 
The analysis presented here is restricted to the packet delivery ratio, control overhead, and latency. 
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This analysis aims to evaluate the performance of the network protocol stack under different data 
loads, specifically focusing on packet delivery ratio, control overhead, and latency at the MAC layer, 
which was extracted using practical extraction and reporting language scripts. The energy was not 
considered, as the assumption was made that the nodes are powered using a standard power outlet. 
This cloudlet architecture was primarily used in an industrial environment where each node is powered 
using a standard power outlet.

The simulation results showed a direct correlation between data load and packet delivery ratio, 
control overhead, and latency.

The detailed graphs of the packet delivery ratio for varying packet sizes of 256, 512, 1024, 2048, 
and 4096 bytes were compared. The number of packets generated was 16 packets/ second. Hence, 
the data was generated at a rate of 32786 B/s, 65536 B/s, 131072 B/s, 2062144 B/s, and 524288 B/s, 
respectively. The reason for using large amounts of data is to demonstrate the migration of tasks from 
one node to another in the cloudlet; generally, the task size would be large. Also, the data required for 
processing the task would have to be migrated along with the task. We have maintained the interface 
queue length (IFQ) for the graphs shown to be 30 packets. We have compared varying IFQ sizes, but 
the difference was negligible. We changed the IFQ length from 10 to 50 in steps of 10, with minor 
variations in results; hence, we retained data for an IFQ length for a mid-value of 30. We have used 
connectivity of about 70% of the total number of nodes. This demonstrates the protocol’s scalability 
despite the heavy bandwidth use since the cloudlet system is supposed to perform well whether the 
bandwidth usage is low, medium, or high. The data rate was set to the standard value of 1 Mbps.

Packet delivery Ratio
As can be seen from Figures 9 through 13, for packet delivery ratio (PDR), there is minimal variation 
between the custom protocol and IEEE 802.11 for smaller packet sizes. However, as the packet size 
increases and the number of nodes in the network increases, the custom algorithm achieves better 
scalability, which gives a minimum PDR of 91.1% with a data size of 4096 bytes. Both TDMA and 
Aloha, as expected, do not perform well. The same is true of non-Persistent CSMA. The protocol was 
compared against IEEE 802.11 as most cloudlets use IEEE 802.11 for inter-nodal communication. 
The comparison against TDMA was performed as the protocol developed is a dynamic variation of 

Figure 9. PDR for Packet Size = 256 Bytes
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Figure 10. PDR for Packet Size = 512 Bytes

Figure 11. PDR for Packet Size = 1024 Bytes
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Figure 13. PDR for packet size = 4096 bytes

Figure 12. PDR for Packet Size = 2048 Bytes
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TDMA. CSMA and Aloha were used mainly for historical reasons and because they have very low 
control overheads compared to the custom protocol and IEEE 802.11.

Control overhead Ratio
We analysed the control overhead ratio in the network, as shown in Figures 14 through 18. The routing 
overheads are not considered as all nodes are within communication range, and our routing protocol 

Figure 14. COR for Packet Size = 256 Bytes

Figure 15. COR for Packet Size = 512 Bytes
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Figure 16. COR for Packet Size = 1024 Bytes

Figure 17. COR for Packet size = 2048 Bytes
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is a DumbAgent. The control overhead of the custom protocol for smaller-size packets varies in the 
range of 30–40%. In the case of IEEE 802.11, the control overhead remains consistent at around 75%. 
TDMA and CSMA have negligible control overhead, which is less than 1%. Due to the exchange of 
“hello” packets, Aloha has a control overhead of less than 15%. The number of hello packets in Aloha 
increases with the data packets. Hence, there is a slight increase in control overhead with packet size. 
The packets are fragmented when the packet size is large, as in the case of 1024, 2048, and 4096. 
IEEE 802.11 has a significant control overhead primarily because of the handshaking before and 
after the data transmission. The request-to-send, clear-to-send, and acknowledgement frames add to 
the overhead, which increases with the number of nodes and connections.

In the case of the custom protocol, the control overhead decreases with the data size and the number 
of nodes. This is because the number of control packets that will be exchanged remains constant. 
As the number of nodes increases, the data size increases, the number of connections increases, and 
the number of data packets increases, but the number of control packets remains relatively constant. 
Hence, it appears that there is a drop in control overhead.

Latency
Latency is a crucial factor to consider when evaluating network protocols. It refers to the delay or 
time a message or data packet takes to travel from its source to its destination within a network. We 
analysed the latency in the network, as shown in Figures 19 through 23. The latency of the custom 
protocol for varying packet size and varying the number of nodes in the network is better than IEEE 
802.11 and TDMA. The latency of custom protocol varies in the range of 5–25% based on the data 
packet size and the number of nodes in the network. In the case of IEEE 802.11 and TDMA, the 
variations are more with the increment in data packet size and the number of nodes in the network. 

Figure 18. COR for Packet Size = 4096 Bytes
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As the CSMA has negligible overhead, it has better latency for smaller data packet sizes; however, 
in the case of 4096 byte data packet, CSMA and the custom protocol stack give comparable results 
in terms of latency. With an increase in the number of nodes in the network custom protocol stack 
performs better in terms of latency because the control overhead seems to decrease with the data 
size and the number of nodes.

Figure 19. Latency for 256 Bytes of Data

Figure 20. Latency for 512 Bytes of Data
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CoNCLUSIoN ANd FUTURe woRK

This paper presents a novel custom protocol for communication within nodes in a cloudlet. We have 
shown that the protocol is scalable even with many nodes in the cloudlet. The protocol requires a 
significantly smaller memory footprint as no complex arithmetic is involved in the computation of 
roots or connections. The protocol was tested on NS 2.35 so we could verify the scalability. The 
protocol was designed for a cloudlet system built using 410c, which has limitations in terms of memory 
space. It has good computational power as it is a quad-core Kryo processor. The major limitation 

Figure 21. Latency for 1024 Bytes of Data

Figure 22. Latency for 2048 Bytes of Data
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of this protocol is the higher control overhead than CSMA or TDMA, which does not increase with 
an increase in packet size or number of nodes. Hence, the protocol is scalable in terms of control 
overhead as well. The protocol has dedicated bus guardians that snoop on all communication and ensure 
minimal errors. The communication of the bus guardians has been included in the control overhead 
calculations. We have also implemented time synchronisation using the PTP. We have not compared 
the time synchronisation protocol against TDMA, as TDMA already runs with perfect simulation 
time. PTP can be integrated with any MAC protocol with minimum control overhead increase.

To the best of our knowledge, this is the only cross-layer protocol that has been specifically 
designed for peer-to-peer communication between nodes in a cloudlet. While the performance of the 
protocol has also been verified on Qualcomm Snapdragon 410c, the number of nodes was limited to 
eight; this was because of the application of sensor digital twinning, which we had selected as proof 
of concept of implementation of digital twining-based application on cloudlets did not require more 
than seven nodes.

Future work
In the future, we plan to increase the number of nodes, make the network more heterogeneous for 
various industrial IoT applications, and test the network in real time.

The major challenge was integrating the protocol stack into the existing distributed architecture 
framework and task scheduling algorithms. This requires modifications of the operating system; we 
have added the scheduling algorithm plus network protocol stack as a modular layer over the Debian 
system. The version is still unstable and requires more testing with multiple scenarios.

Security is a major issue in any cloud-based system. Using cloudlets instead of clouds makes 
the system more secure and less susceptible to attacks. Cloudlets play a crucial role in strengthening 
the security of cloud-based systems. Organisations can significantly reduce their susceptibility to 
potential cyber-attacks and data breaches by leveraging cloudlets instead of traditional clouds.

One of the key reasons cloudlets are effective in enhancing security is their ability to bring 
computation and data storage closer to the network’s edge. This reduces the distance data needs 
to travel, minimising the exposure to potential security vulnerabilities and threats. Hence, no 
security protocol was integrated into the network protocol stack of the cloudlets. Communication 

Figure 23. Latency for 4096 Bytes of Data
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between the end devices and nodes in the cloudlets uses standard authentication methods to ensure 
secure communication between the cloudlet and the external world. At this point, we have yet to 
implement security protocols in the cross-layer network protocol stack. However, it is essential 
to note that implementing security protocols in the network protocol stack of cloudlets is still 
an ongoing challenge.
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