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ABSTRACT

The principal intention of this paper is to study face recognition across age progression at two levels: 
feature extraction and classification. In other words, this work aims to prove the benefit of replacing 
the Softmax layer of the deep-convolutional neural networks (CNN) by extreme learning machine 
(ELM) classifier based on deep features computed from fully-connected layer of pre-trained AlexNet 
CNN model in a context of age-invariant face recognition. Experimental results indicate that the ELM 
classifier combined with feature extracted by the pre-trained AlexNet CNN model worked effectively 
for face recognition across age progression. As significant highest mean accuracy rates are always 
obtained using ELM classifier, these results are more significant, following a 95% confidence level 
hypothesis test.

KEyWoRDS
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INTRoDUCTIoN

Age-invariant face recognition, as a focus topic of face recognition in uncontrolled environment, 
is a very useful technology which may be applied in large real-world applications in which age 
compensation is required, like criminal and missing children identification, and biometric security 
systems.

Dealing with aging related variations is a challenging task because age related effects differ for 
different individuals and it is in combination with external factors, like health conditions and lifestyle, 
which have been shown to contribute to facial aging effects (Lanitis et al. (2009)), thus, elaborating 
age-invariant face recognition systems becomes a major necessity.

Feature extraction is a key step in face recognition system. It involves extracting information which 
best represent the image and which are invariant in context of face recognition across age progression.

Prior to developing Deep-CNN, multiple manual age-invariant methods have been proposed for 
features extraction (Sungatullina et al. (2013),(Bereta et al. (2013)), and (Ling et al. (2009)), that 
are computed from low level characteristics and statistical representation. Recently, Deep-CNN has 
become the most common method in use for automatic feature extraction (Agrawal et al. (2019)), 
(Shakeel et al. (2019)), and (Moustafa et al. (2020)). Also, Deep-CNN can be used in transfer learning 
with features from the pre-trained CNN model, in a classification task.
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The success of CNN in the past few years is justified on the following grounds: the accessibility 
of great, labeled databases for training and validation such as the Large Scale Visual Recognition 
Challenge (ILSVRC) (Russakovsky et al. (2015)), also the availability of parallel graphics units 
(GPU) that allows speeding up the learning process.

Furthermore, before the CNNs started to take over, other classifiers like Support Vector Machines 
(SVM) and Extreme learning Machine (ELM) have proved already a high degree of accuracy in many 
applications. Therefore, it is a great deal of logic to ask the question:

Which is highly advisable, Deep-CNN classifier or Extreme Learning Machine (ELM) classifier 
for age-invariant face recognition?

Motivated by few partial studies that have already reported on the topic, such as (Tang et al. 
(2013)), (Sakr et al. (2016)), and (Zhang et al. (2016)), this study is an attempt to answer this question, 
and particularly, in a context of age-invariant face recognition.

The main purpose of this work is to use a pre-trained Deep-CNN for automatic feature extraction, 
and to use Extreme Learning Machine (ELM) classifier instead of using the Softmax classifier of the 
CNN, at the recognition level. To reach this objective, we perform an extensive comparative study in 
which we consider Softmax classifier, Support Vector Machine (SVM) classifier, Extreme Learning 
machine (ELM) classifier, and Kernel Extreme Learning Machine (KELM) classifier, based on deep 
features computed from fully-connected layers ‘Fc6’, ‘Fc7’ and ‘Fc8’of a pre-trained AlexNet CNN 
model. It is worth noting that the considered pre-trained deep-CNN model is among the largest applied 
in many research areas, and it is seen to be among the most successful in use for recognition tasks.

The rest of the paper is organized as follows: in section 2, we review some related works on existing 
methods for face recognition across age progression. In section 3, we present our proposed approach, 
the aging database, the pre-processing stage, the deep-learning based feature extraction method and 
the considered classifiers. Section 4 reports results and discussions and section 5 concludes the paper.

RELATED WoRKS

The methods that have been proposed in regards to the aging effects on face recognition can be 
categorized in two main classes (Ramanathan et al. (2009a)): “generative”, and “discriminative” 
methods.

Generative methods (Ramanathan et al. (2009b)), (Ramanathan et al. (2008)), (Park et al. (2010)), 
and (Park et al. (2008)) are based directly on age estimation and age transformation to convert the 
query image to the convenient age. Then, any standard recognition algorithm can be used to obtain 
the query identity.

However, discriminative methods (Li et al. (2017)), (Boussaad et al. (2016)), (Sajid et al. (2018a)), 
and (Sajid et al. (2018b)) focus particularly on the choice of discriminatory features and metric 
learning that are invariant over time. Lately, another category can be added, it includes deep-learning 
based methods (Wang et al. (2018)), (El Khiyari et al. (2016)), (El Khiyari et al. (2017)),(Sajid et al. 
(2018c)), (Zhao et al. (2019)), and (Ni et al. (2019)).

A survey on age-invariant face recognition systems, effect of aging on the accuracy of age-invariant 
face recognition systems as well as some facial databases may be found in (Sawant et al. (2019)).

In this section, we briefly list some of the recent researches related to age-invariant face 
recognition. Duong et al. (Duong et al. (2017)) presented a probabilistic model, called Temporal Non-
Volume Preserving (TNVP) transformation which can model the long-term aging process by separating 
it into various short-term stages. The structure may be processed into a deep convolutional network 
while ensuring the benefits of probabilistic models with tractable log-likelihood density estimation.

Also, Agrawal et al. (Agrawal et al. (2019)) proposed an age-invariant face recognition method 
based on a Galaric Swarm Optimization (GSO) algorithm for optimal selection of local texture features, 
and Extreme Learning Machine (ELM) classifier for modeling the aging function.
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Similarly, Shakeel et al. (Shakeel et al. (2019)) presented a discriminative model for age-invariant 
face recognition that use Euclidean locality adaptor for encoding Deep features obtained using the 
pre-trained AlexNet CNN model and Canonical Correlation Analysis (CCA) for feature fusion.

In the same context, Moustafa et al. (Moustafa et al. (2020)) introduced an age-invariant method, 
where features are extracted by activation of different layers of a pre-trained VGG-face CNN model, 
and selected by Multi-Discriminant Correlation Analysis (MDCA).

Furthermore, based on the fact that aging influences the facial parts (eyes, nose, and mouth) 
differently, Nimbarthe et al. (Nimbarthe et al. (2020)) suggest to use a weighted sum as a score-level 
fusion algorithm to combine scores given by a Support Vector Machines (SVM) classifier based on 
deep features computed from vertical and horizontal partitions of a face. However, Boussaad et al. 
(Boussaad et al. (2020a)) propose to use a Discriminant Correlation Analysis (DCA) as a feature-
level algorithm to combine deep-based features computed from separated facial components (eyes, 
mouth and nose) and a Support Vector Machines (SVM) as a classifier.

Proposed Approach Description
The proposed age-invariant face recognition approach includes three modules, as shown in figure 
1. After a normalization stage, where images are rotated, cropped and resized, feature extraction is 
performed using the pre-trained AlexNet CNN and classification is completed using four classifiers 
(Softmax classifier, Support Vector Machine (SVM) classifier, Extreme Learning machine (ELM) 
classifier, and Kernel Extreme Learning Machine (KELM) classifier). The details of each module 
as well as the used aging databases are described in the following subsections:

Aging Databases
For the experiment described in this paper, we used two well known and publicly available databases 
that are: FG-NET (Face and Gesture Recognition Research Network) aging database (G. Face (2020)) 
and MORPH aging database (Ricanek et al. (2006)).

FG-NET database contains 1002 face images of 82 subjects at different ages ranging in age from 
newborns to 69, for which there were a different few number of images per subject, about 4 to 12 
images per subject. Typical images from the database are shown in Figure 2.

MORPH database includes two parts: MORPH-1 contains 1690 images from different subjects, 
for which there were about 2 to 4 images, and MORPH-2 contains 15024 images from different 
subjects, with about 3 to 8 images per person.

Figure 1. Different modules involved in the proposed age-invariant face recognition approach
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The age difference in MORPH-1 is from 0 to 30 but that in MORPH-2 is less than 5. This made 
the MORPH-1 more advisable in studying the aging effects. Typical images from the database are 
shown in Figure 3.

The databases include old photos with strong variations such as illumination, pose, occlusion, 
and expression. Given these characteristics, the databases are considered as challenging databases.

Face Images Normalization
In experiments performed in this study, the images are preprocessed using the steps that are described 
in the following:

•  Original FG-NET and MORPH images were first rotated (to get eyes at fixed points in image so 
that the inter-ocular segment is horizontal) based on eye coordinates in files provided with the 
original FG-NET and MORPH databases.

•  Images were cropped (using the eyes coordinates) to remove the background.
•  Images were resized to size required by the pre-trained AlexNet CNN model and each gray-scale 

image was converted to RGB image. Figure 4 shows the steps of normalization process.

Features Extraction
As we have already indicated, we use a pre-trained Deep-CNN model for feature extraction; the 
considered pre-trained model is AlexNet. Our choice of AlexNet CNN model for feature extraction 
is based on a recent work (Boussaad et al. (2020b)), which evaluates five popular pre-trained CNN 

Figure 2. Examples of images from the FG-NET aging database (The number under each face image represents the age of the image).
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(AlexNet, GoogleNet, Inception V3, ResNet50 and SqueezeNet) and demonstrates that AlexNet 
model appears to be an excellent tool for feature extraction for age-invariant face recognition systems.

For the pre-trained AlexNet Deep-CNN model, feature extraction is computed from the fully-
connected layers ‘Fc6’, ‘Fc7’, and ‘Fc8’.

Pre-Trained AlexNet Deep CNN Model:
AlexNet (Krizhevsky et al. (2012)) was the winner of LSVRC-2012. It is simple, and powerful, 
network architecture with convolutional and pooling layers one on top of the other, followed by fully 
connected layers at the top. This architecture is commonly used as a starting point when applying a 
deep learning approach to computer vision tasks.

Specifically, AlexNet includes five convolution layers and three fully connected layers, which 
are all followed by a ReLu layer except for the last fully connected layer where a Softmax function is 
used. The architecture also consists of three pooling layers, two normalization layers and one dropout 

Figure 3. Examples of images from the MORPH aging database (The number under each face image represents the age of the image).

Figure 4. Different steps of normalization process.
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layer. This architecture is clearly shown in Figure 5; further table 1 shows AlexNet implementation 
in Matlab, its layers, and required parameters.

CLASSIFICATIoN

Softmax Classifier
In a classification role, Deep-CNN commonly uses a Softmax layer. It is usually the last layer in the 
architecture, it has K  inputs nodes, and it provides K  outputs interpreted as a discrete probability 
distribution    p

i
, i K� ,� ,= …( )1  of K  labeled classes, thus:
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The predicted class î is given by:

ˆ arg argi max p max a
i i i i

= =  (3)

Support Vector Machine (SVM)
Support Vector Machines (SVMs) were originally developed for binary classification (Cortes et al. 
(1995)). They are the most favorite for many, since they may provide meaningful accuracy with a 
computational efficiency. In this subsection, we briefly summarize the principle of SVM. We keep 
the same notations used in (Zong et al. (2011)):

Given a set of labeled training data x t
i i
, ,( ) where the pointx

i
d∈  , the label t

i
∈ −{ }1 1, , and 

i N� �, ,�= …1 . SVM seeks for a hyper plane that distinctly classifies the data into two classes with 
maximum separating margin in the feature space provided by:

φ φx x x
i i( ) → ( ): . 

To maximize the separating margin distance, the optimization function is given by the following 
equation:



International Journal of Applied Metaheuristic Computing
Volume 13 • Issue 1

7

Table 1. AlexNet implementation in Matlab, different layers, and required parameters

Layer 
number    Layer name    Layer type    Description

   1    ‘data’    Image Input    227x227x3 images with ’zerocenter’ normalization

   2    ‘conv1’    Convolution    96 11x11x3 convolution with stride [4 4] and padding [0 0 0 0]

   3    ‘relu1’    Relu    Relu

   4    ‘norm1’    Cross channel 
Normalization    Cross channel normalization with 5 channels per element

   5    ‘pool1’    Max Pooling    3x3 max pooling with stride [2 2] and padding [0 0 0 0]

   6    ‘conv2’    Grouped Convolution    2 groups of 128 5x5x48 convolutions with stride [11] and padding [2 2 2 2]

   7    ‘relu2’    Relu    Relu

   8    ‘norm2’    Cross channel 
Normalization    Cross channel normalization with 5 channels per element

   9    ‘pool2’    Max Pooling    3x3 max pooling with stride [2 2] and padding [0 0 0 0]

   10    ‘conv3’    Convolution    384 3x3x256 max pooling with stride [2 2] and padding [0 0 0 0]

   11    ‘relu3’    Relu    Relu

   12    ‘conv4’    Grouped Convolution    2 groups of 192 3x3x192 convolutions with stride [11] and padding [1 1 1 
1]

   13    ‘relu4’    Relu    Relu

   14    ‘conv5’    Grouped Convolution    2 groups of 128 3x3x192 convolutions with stride [11] and padding [1 1 1 
1]

   15    ‘relu5’    Relu    Relu

   16    ‘pool5’    Max Pooling    3x3 max pooling with stride [2 2] and padding [0 0 0 0]

   17    ‘fc6’    Fully Connected    4096 fully connected layer

   18    ‘relu6’    Relu    Relu

   19    ‘drop6’    Dropout    50% dropout

   20    ‘fc7’    Fully Connected    4096 fully connected layer

   21    ‘relu7’    Relu    Relu

   22    ‘drop7’    Dropout    50% dropout

   23    ‘fc8’    Fully Connected    1000 fully connected layer

   24    ‘prob’    Softmax    softmax

   25    ‘output’    Classification Output    Cross entropy ex with ‘tench’ and 999 other classes
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Where C  is a parameter stated by the user.
This is equivalent to minimize the training error, which is given by the following equation:
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Extreme Learning Machine (ELM)
Extreme Learning Machines (Huang et al. (2006)) are simple learning methods that are based on 
single hidden layer feed-forward networks. Compared to classical feed-forward network, the ELM 
does not need a gradient-based back- propagation to determine its weights.

Figure 5. Pre-trained AlexNet CNN model architecture
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The ELM is distinguished by higher generalization performance and a very fast learning process 
(Huang et al. (2006)). In this subsection, we briefly introduce the concept of ELM as a classifier 
(Huang et al. (2006)):

Given a set of N  labeled training data x t
i i
,( ) , wherex

i
n∈  , the label t

i
m∈  . ELM seeks 

for determining the output weights of a single layer feed-forward network with minimum norm and 
minimum training error. The output of ELM with L  hidden nodes is given by:

o g x g w x b j N
j
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Where w
i
 and β

i
 are, respectively, the weights connecting the ith hidden node with input and 

output nodes. b
i
 is the threshold of the ith hidden node. The optimization function is given by the 

following equation:
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EXPERIMENTATIoN

Experimentation Methodology Description
The whole algorithm was evaluated using Matlab (R2018b) environment. All the images in the FG-Net 
and the MORPH-1 databases are used for training and test, and as we previously noted, all images 
are resized to the size required by the pre-trained AlexNet CNN that is 227x227, and any gray-scale 
image was converted to RGB image.

The study considers four classifiers, that are Softmax, SVM, ELM, and KELM on deep features 
computed from fully-connected layers ‘Fc6’, ‘Fc7’, and ‘Fc8’ of the pre-trained AlexNet CNN model. 
The overall process is given in table 2.

Table 2. Selecting the greatest classifier for age-invariant face recognition based on higher 10-folds cross validation (c.v.) 
average recognition accuracy rates.

Pre-trained AlexNet 
CNN layer

Classifiers

Softmax SVM ELM KELM

‘Fc6’ c.v. c.v. c.v. c.v.

‘Fc7’ c.v. c.v. c.v. c.v.

‘Fc8’ c.v. c.v. c.v. c.v.
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The same selection process is repeated three times, using FG-NET database, MORPH-1 database, 
and fused FG-NET and MORPH-1 databases.

Experimental Results
Experimental results are reported in terms of average and standard deviation of the recognition 
accuracy rates following a 10-fold cross validation scheme. Recognition accuracy represents the 
percentage of samples that are correctly predicted.

Table 3 and table 4 present the mean recognition accuracy rates and the standard deviations for 
the FG-NET database (table 3) and MORPH-1 database (table 4).

With regard to these results, we can note that always the accuracy rates provided with Deep-
features obtained from the fully-connected ‘Fc7’ layer outperform the results given by the other layers 
(‘Fc6’ and ‘Fc8’), that clearly proves the powerful of the ‘Fc7’ layer as age-invariant face descriptor.

Also, from the comparison of the achievements by the four classifiers, we can note that SVM and 
ELMs still give the best results than a Softmax classifier, particularly when we compare the Softmax 
classifier with KELM, the improvement in accuracy rate is 9.08% (‘Fc7’ layer), 8.11% (‘Fc6’ layer), 
and 6.91% (‘Fc8’ layer) in the case of FG-NET database, and 7.56% (‘Fc7’ layer), 8.99% (‘Fc6’ layer), 
and 7.03% (‘Fc8’ layer) in the case of MORPH-1 database. Note that these Softmax accuracies were 
reached with an epoch number equal to 28.

Moreover, we can note that results given by ELMs classifiers even exceed those provided by 
SVM classifier, where we can find an increase of about 1% to 2% when using ELMs classifiers.

Furthermore, accuracy rates provided by KELM classifier are a little greater than those given 
by ELM, as we can see, that the differences are almost insignificant.

Table 3. Recognition accuracy rates, and standard deviations for different classifiers (FG-NET database).

Pre-trained AlexNet CNN 
layer

Softmax SVM ELM KELM

Mean STD Mean STD Mean STD Mean STD

‘Fc6’ 82.4% 2.1% 87.9% 1.35% 90.01% 1.8% 90.51% 1.17%

‘Fc7’ 85.56% 1.78% 91.52% 0.88% 92.71% 2.21% 94.64% 1.67%

‘Fc8’ 72.1% 1.7% 75.16% 1.54% 78.51% 1.65% 79.01% 0.9%

Table 4. Recognition accuracy rates and standard deviations for different classifiers (MORPH-1 database).

Pre-trained AlexNet CNN 
layer

Softmax SVM ELM KELM

Mean STD Mean STD Mean STD Mean STD

‘Fc6’ 84.01% 1.65% 85.1% 0.91% 92.15% 1.24% 93.0% 1.12%

‘Fc7’ 88.12% 2.44% 93.91% 1.49% 95.57% 1.06% 95.68% 0.80%

‘Fc8’ 73.2% 1.82% 79.01% 1.51% 80.1% 1.6% 80.23% 0.83%
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Figure 6. Recognition accuracy rates (FG-NET database).

Figure 7. Recognition accuracy rates (MORPH-1 database).



International Journal of Applied Metaheuristic Computing
Volume 13 • Issue 1

12

For easier viewing, results were presented in figure 6 for the FG-NET database and figure 7 for 
MORPH-1 database. It is even more clear, that ELMs mainly KELM prove their power as classifiers 
in a context of age-invariant face recognition, and they may guarantee improved accuracy results 
most importantly when they used in conjunction with deep-CNN based descriptor.

Similarly, from the showed results in table 5 and figure 8, which represent accuracy rates using 
combination of the two databases (FG-NET and MORPH databases), we can specifically conclude 
that ELMs preserve their advantages, where the great accuracy rate (94.31%) was provided by KELM.

Also, the figure 9 gives a clear picture of the relative stability of the different classifiers accuracy 
rates over the different databases.

Finally, we verify if the obtained results are significant, according to a 95% confidence level 
hypothesis test. A confidence interval approach can be used (Ferreira et al. (2017)). It consists of 
calculating the confidence interval at 95% of the difference of the average accuracy rates of two 
different classifiers:

Table 5. Recognition accuracy rates and standard deviations for different classifiers (Fused FG-NET and MORPH-1 database).

Pre-trained AlexNet CNN 
layer

Softmax SVM ELM KELM

Mean STD Mean STD Mean STD Mean STD

‘Fc6’ 80.91% 1.78% 85.24% 1.4% 91.92% 1.2% 91.51% 0.98%

‘Fc7’ 84.26% 1.62% 91.84% 2.34% 93.60% 0.94% 94.31% 1.7%

‘Fc8’ 70.0% 2.01% 77.13% 1.9% 81.3% 0.89% 81.2% 1.4%

Figure 8. Recognition accuracy rates (Fused FG-NET-MORPH databases).



International Journal of Applied Metaheuristic Computing
Volume 13 • Issue 1

13

•  if this 95% confidence interval does not contain 0 as a point, then we will conclude that the two 
average accuracy rates are different,

•  if this confidence interval contains 0, then we will conclude that there is nothing to confirm that 
the two means are different.

The confidence interval IC
ij

of difference mean accuracy rates at 95% confidence level of two 
classifiers i and  j , is computed using the following equation:

IC
ij i j i j
= −( )± +( )µ µ δ δ1 96 2 2.  (10)

Where µ
i
 and δ

j
 are, respectively, the mean accuracy and the standard deviation of the classifier

 i , and µ
j
 and δ

j
 are the mean accuracy and thestandard deviation of the classifier  j .

We compare four classifier accuracy rates, which represents six confidence intervals (see table 6). 
Each number in table 6 (1 to 6) represents two classifier combination for which a confidence interval 
at 95% of the difference of the average accuracy rates is computed.

From the hypothesis test result, presented by confidence intervals at 95% of means accuracy rates 
difference of two classifiers, computed by the equation 10, and showed in figure 10, figure 11, and 
figure 12, we see that for FG-NET database, all confidence intervals do not include the point zero, which 
means that the rates achieved by ELM classifier are significantly better than the other models (figure 10).

However, in the case of MORPH-1 database and fused-databases (figure 11 and figure 12), the 
interval 1, 2, 3, 4, and 5 do not contain the point zero, which always proves that results achieved by ELM 
classifiers still remain significantly better than other classifiers, but the interval 6 includes the point 
zero which still shows that there is no difference between accuracy rates provide by ELM, and KELM.

Figure 9. Recognition accuracy rates over different databases.
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Figure 10. Hypothesis test confidence intervals for the mean accuracy differences (FG-NETdatabase).

Table 6. Classifier comparisons considered in the hypothesis test.

Softmax SVM ELM KELM

Softmax - 1 2 3

SVM - - 4 5

ELM - - - 6

KELM - - - -
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Figure 11. Hypothesis test confidence intervals for the mean accuracy differences (MORPH-1 database).

Figure 12. Hypothesis test confidence intervals for the mean accuracy differences (FusedFG-NET-MORPH-1 database).



International Journal of Applied Metaheuristic Computing
Volume 13 • Issue 1

16

CoNCLUSIoN

This paper addresses face recognition across age progression. It aims to prove the benefit of replacing 
the Softmax layer with Extreme Learning Machine (ELM) classifier based on deep features computed 
from fully-connected layers ‘Fc6’, ‘Fc7’ and ‘Fc8’ of a pre-trained AlexNet CNN model, in a context 
of age-invariant face recognition.

To reach this purpose, a comparative study was performed, in which Softmax classifier; Support 
Vector Machine (SVM) classifier, Extreme Learning Machine (ELM) classifier, and Kernel Extreme 
Learning Machine (KELM) classifier were considered.

By examining and comparing the performances of the four classifiers, the question asked as 
problem can be answered: Replacing a Softmax layer by an ELM is very simple and it seems to be 
powerful for classification in context of age-invariant face recognition based on deep features computed 
from fully-connected layer ‘Fc7’ of a pre-trained AlexNet CNN model, as we have demonstrated that 
ELM classifier works better than Softmax on two standard databases.

As future work, it is important to test the proposed method by other effects, like illumination, 
expression, occlusion and pose by using dedicated face databases.
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