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ABSTRACT

A large number of machine learning approaches are implemented in healthcare field for effective 
diagnosis and prediction of different diseases. The aim of these machine learning approaches is 
to build automated diagnostic tool for helping the physician as well as monitor the health status 
of patients. These diagnostic tools are widely adopted in intensive care unit for life expectancy of 
patients. In this study, an effort is made to design an automated diagnostic model for the diagnosis 
and prediction of diabetes patients. The proposed diagnostic model is designed using artificial 
bee colony (ABC) algorithm and deep neural network (DNN) technique, called ABC-DNN-based 
diagnostic model. The ABC algorithm is applied to determine the relevant features for diabetes 
prediction and diagnosis while DNN technique is adopted for the prediction and diagnosis of 
diabetes affected patients. The performance of proposed diagnostic model is tested over Pima 
Indian Diabetes dataset and evaluated using accuracy, sensitivity, specificity, F-measure, Kappa, 
and area under curve (AUC) parameters. Further, 10-fold and 50-50% training-testing method 
are considered to assess the performance of proposed diagnostic model. The experimental results 
of proposed ABC-DNN model is compared with DNN technique and several existing diabetes 
studies. It is observed that proposed ABC-DNN model achieves 94.74% accuracy rate using 
10-fold method.
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1. INTRODUCTION

Due to advancement in health care system, life expectancy of human is increased tremendously in 
last two decades. But, several challenges are associated with healthcare systems. These challenges 
are lack of medical information, diagnostic errors, inadequate data, irrelevant features, data threaten 
etc. In literature, several expert systems, decision diagnostic system, electronic health record system, 
prediction system are presented (Doi, 2007; Meystre et al., 2008; Rangayyan et al., 2007). These 
systems considerably help the physicians for disease diagnosis. The term disease diagnosis refers to 
determine the disease through symptoms and it can be formulated as classification of medical data 
for decision making. Such decision making systems requires higher computing power to process 
the large medical dataset. The decision capabilities of these systems depend on amount of training 
data. The aim of these systems is to minimize the physician errors. Such systems can enhance the 
decision capabilities of physician as well as improve the diagnostic accuracy. It is noticed that many 
computer-aided diagnostic tools are presented in literature to help the physicians. Large number 
of machine learning techniques is incorporated in diagnostic tools to improve the prediction rate 
(Kavakiotis et al., 2017; Nahar et al., 2013; Nilashi et al., 2017; Shickel et al., 2017). It is seen that all 
features are not equally important for decision making process. The irrelevant features can also affect 
the prediction accuracy of the algorithm. Hence, several researchers also focus on the identification 
of relevant features for disease diagnosis and prediction. Several features selection algorithms 
are also presented in literature (Akay, 2009; Inbarani et al., 2014; Lin & Hsieh, 2015; Subanya & 
Rajalaxmi, 2014). Features selection can be defined as identification of most relevant set of features 
from the medical datasets. The aim of feature selection techniques is to reduce computational cost 
and also improve the accuracy rate of diagnostic process. These techniques are also integrated with 
machine learning methods and can be either supervised or unsupervised. The aim of these feature 
selection techniques is to compute a weight function for each feature of the medical dataset. The 
weight function is used to determine the relevant features form datasets. Some of feature selection 
techniques to improve predictive accuracy are listed as. A particle swarm optimization (PSO) and 
ABC based feature selection algorithm to determine the optimal set of features is reported in (Lin & 
Hsieh, 2015). To determine the optimal set of features for support vector machine (SVM), Subanya 
et al. (2014) applied ABC based feature reduction algorithm on heart dataset. Akay applied F-score 
technique to determine optimal set of features for breast cancer dataset (Akay, 2009). Inbarani et 
al. (2014) adopted rough set based approach to remove redundant features from medical datasets. 
Further, this approach is integrated with PSO for improving the classification accuracy. Hence, feature 
selection is an important issue for building an efficient and effective diagnostic model. Further, it is 
also limit the number of input features in the diagnostic model in order to produce good predictive 
results (Akay, 2009). Hence, in this work, an attempt is made to select the optimum features for deep 
neural network model to improve the diagnostic accuracy. To address the same, ABC based feature 
selection method is designed to determine the optimum set of features. Further, this feature selection 
method is integrated with DNN technique. Finally, a diagnostic model is developed using ABC based 
feature selection method and DNN technique, called ABC-DNN diagnostic model. The performance 
of proposed ABC-DNN diagnostic model is evaluated using Pima Indian Diabetes disease dataset. It 
is noticed that proposed ABC-DNN diagnostic model provides better results than DNN technique. 
The main contributions of this study are summarized as follows:

1. 	 To develop an efficient and effective diagnostic model for improving the diagnostic accuracy of 
diabetes disease.

2. 	 ABC based feature selection method is designed to select the relevant feature for the diagnosis 
of diabetes disease.

3. 	 DNN technique is adopted for the prediction of diabetes disease using reduced feature set.
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4. 	 This paper explore the impact of DNN technique on the accuracy issue of diabetes disease using 
feature selection and not using the feature selection technique. This paper also investigates the 
impact of feature selection technique on a diagnostic model either the performance of diagnostic 
model is improved or not improved. Hence, this paper also described the role of feature selection 
technique in the field of healthcare.

Rest of paper is organized as follows. Section 2 discusses works reported on disease diagnosis 
and prediction using machine learning approaches. Section 3 presents the proposed ABC-DNN 
based Diagnostic system for diabetes disease. Experimental results of proposed ABC-DNN system 
are presented in section 4. Section 5 concludes the entire work.

2. RELATED WORKS

This section describes the recent works reported on disease diagnosis and prediction using machine 
learning approaches.

Lin et al. (2019) developed a clinical diagnostic score system for the prediction of coronary artery 
spasm in patients. In this system, multi variable analysis is performed to identify the patients with 
coronary disease. The performance of the proposed system is evaluate using nine hundred seventy-six 
patients. It is noticed that proposed diagnostic score system achieves ninety-six percent accuracy rate.

An ensemble learning framework is designed to diagnosis the thromboembolism (Sabra et al., 
2020). The proposed framework consists of venous thromboembolism (VTE) ontology, semantic 
extraction, sentiment assessment and an ensemble classifier. The ensemble classifier is the combination 
of the multi-layer perceptron neural network (MLPNN) and SVM. The performance of proposed 
framework is investigated on clinical data of two hundred fifty patients. It is seen that proposed 
ensemble framework obtains higher F-measure rate as compared to other classifiers.

Ahmed and Acharjya adopted cuckoo search and rough set theory to design a hybrid approach 
for the accurate prediction of heart disease (Acharjya, 2020). The cuckoo search technique is used 
to determine the main features of heart disease. Whereas, rough theory is applied to develop the 
inference rule for heart disease prediction. The performance of proposed hybrid approach is tested 
on six hundred three patients. It is observed that proposed approach develops fifty-three rule for the 
prediction of heart disease and provides state of art prediction results.

Abdar et al. (2019) presented a hybrid machine learning technique i.e. N2Genetic optimizer for 
accurate prediction of coronary artery disease. It is seen that N2Genetic optimiser is used as training 
technique for SVM technique, called N2Genetic-nuSVM. The well-known Z-Alizadeh Sani dataset 
is considered to evaluate the performance of the aforesaid technique. Authors claimed that proposed 
N2Genetic-nuSVM technique achieves 93.08% accuracy rate.

Narayan and Sathiyamoorthy developed a recommender system for prediction and identifying 
the heart disease (Narayan & Sathiyamoorthy, 2019). The proposed recommender system is the 
combination of the Fourier transformation and machine learning technique. In this work, three machine 
learning technique is used for prediction of heart disease. These techniques are artificial neural 
network (ANN), naïve bayes (NB) and SVM. The performance of the proposed recommender system 
is evaluated using real time dataset. The experimental results showed that proposed recommender 
system is more capable to predict and identify the heart disease as compared to existing ones.

Bucholc et al. (2019) designed a computerized decision support system for predicting the accuracy 
of the Alzheimer’s disease. The proposed decision support system consists of six machine learning 
techniques. These machine learning techniques are Kernel Ridge Regression (KRR), Support Vector 
Regression, and k-Nearest Neighbor for regression and SVM, Random Forest (RF), and k-Nearest 
Neighbor (k-NN). It is observed that KKR and SVM provide better classification rate.

An ensemble neuro fuzzy technique is employed for diagnosis of hepatitis disease (Nilashi, 
Ahmadi, Shahmoradi et al, 2019). The proposed ensemble method works in three steps. In first step, 
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Non-linear Iterative Partial Least Squares method is applied for dimension reduction. In second step, 
self-organize map method is used for clustering task. In third step, neurro fuzzy inference system 
is used for predicting the hepatitis disease. Authors claimed that proposed ensemble neuro fuzzy 
technique provides superior results than Neural Network, adaptive neural fuzzy inference system 
(ANFIS), k-NN and SVM techniques.

Zhao et al. (2019) developed an integrated model based on the logistic regression (LR) and SVM 
for the detection of colorectal cancer. In the proposed model, LR method is applied to capture the 
more relevant features of colorectal cancer. Whereas, SVM with different kernel functions such as 
linear, sigmoid, radial basis and polynomial are adopted for the detection of colorectal cancer. It is 
observed that SVM with radial basis function obtains higher accuracy rate as compared to rest of these.

Nilashi et al. (2019) designed a medical decision support system for monitoring and diagnosis 
of real time Parkinson’s disease patients. The proposed medical decision support system is the 
combination of dimension reduction technique and ensemble learning method. In the proposed 
system, singular value decomposition technique is implemented as dimension reduction technique. 
Whereas, adaptive neuro-fuzzy inference system is adopted for the diagnosis of Parkinson’s disease 
patients. The experimental results showed that proposed system is effectively used to diagnosis and 
monitoring of Parkinson’s disease patients.

Ali et al (2019) developed an automated diagnostic system based on the statistical method and 
deep neural network for prediction of heart disease. The statistical method is used to eliminate the 
irrelevant features of heart disease dataset whereas, deep neural network is configured for the prediction 
of heart disease. The performance of automated diagnostic system is compared with ANN and DNN 
models. It is stated that proposed diagnostic model obtains superior results than ANN and DNN models.

An intelligent risk prediction system based on fuzzy temporal rules is presented for detection of 
breast cancer (Kanimozhi et al., 2019). The proposed prediction system employs the fuzzy rule based 
classification for detection of breast cancer. Some temporal constraints are also imposed in this system. 
It is observed that proposed risk prediction system computes more accurate risk for breast cancer.

Gokulnath and Shantharajah presented a hybrid technique based on genetic algorithm (GA) and 
SVM for the prediction of heart disease, called GA-SVM (Gokulnath & Shantharajah, 2019). In this 
technique, genetic algorithm is used to select the more relevant features of heart disease. Whereas, 
SVM is implemented for prediction of heart disease. Cleveland heart disease dataset is used to evaluate 
the performance of the GA-SVM technique. It is observed that proposed technique provides more 
accurate results as compared to rest of techniques.

Kirk et al. (2017) developed a decision making system called DEAR (Detect, Evaluate, Assess 
and Recommend action). The basic aim of this proposed system is to detect the change in the 
environment, to provide the risk assessment and gives real-time recommendations to control the 
outbreak of mosquito diseases.

Devarajan et al. (2019) implemented a healthcare system for the treatment of the Parkinson’s 
disease. The proposed model analyzed the voice samples of the patients to recommend the proper 
treatment. Fog computing is used as middle layer between the cloud server and end user in the proposed 
system. Further the Fuzzy K-nearest Neighbor classifier (FKNC) and Case-based Reasoning classifier 
(CBRC) is utilized to classify the non- Parkinson patients and Parkinson patients. The proposed 
system also generated an immediate alert in the case of abnormality. The proposed system is tested 
on Parkinson dataset using Accuracy, F-measure, Sensitivity, Specificity and Precision parameter. 
The experimental results showed that the performance of proposed system is better than existing 
healthcare systems.

Peker presented a decision support system for improving the accuracy of medical diagnosis (Peker, 
2016). In this work, a new attribute selection method based of k- medoids clustering is applied for 
attribute weighting. In classification phase, SVM method is applied for diagnosis of medical data. 
The effectiveness of proposed DSS is tested on three medical datasets i.e. Patkinson’s Disease, Heart 
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Disease and Liver Disorder. It is stated that combination of k-medoids and SVM approach outperforms 
than reported methods in literature.

Huda et al. (2016) developed a hybrid ensemble method for imbalance medical data especially 
for brain tumor diagnosis. The hybrid ensemble method is the combination of feature selection 
technique and ensemble classification approach. ANN with input gain measurement approximation 
is applied for selecting better attributes to improve the accuracy of ensemble classification method. 
In classification stage, decision tree based bootstrap method is applied to classify the imbalance data. 
Authors claimed that proposed hybrid ensemble method achieves higher accuracy rate in comparison 
to other popular machine learning algorithms.

Alickovic and Subasi designed a hybrid classification algorithm based on genetic algorithm and 
rotation forest for breast cancer diagnosis (Aličković & Subasi, 2017). This algorithm works in two 
stages. In first stage, genetic algorithm is applied to determine relevant set of features. In second 
stage, rotation forest algorithm is adopted for diagnosis of breast cancer. Two well-known breast 
cancer datasets are considered to evaluate the effectiveness of proposed algorithm. It is noticed that 
proposed algorithm obtains 99% accuracy rate.

A rule base classification model is presented to predict the Parkinson’s disease (Kumar & Sahoo, 
2013). Several rules are designed for accurate prediction of Parkinson’s disease. Authors claimed 
that the proposed rile based classification model achieves more than ninety-eight percent accuracy 
rate as compared to NB, SVM and LR techniques.

A personal health record based system is developed for monitoring of diabetes disease using 
mobile environment (Kumar et al., 2019). The objective of the proposed system is to improve the life 
style of patients and also overcome the probability of chronic diabetes disease. In this work, a graphical 
user interface (GUI) based application is also developed to track the status of diabetic patients.

For early detection of the dengue disease, Gambhir et al. (2018) evaluated the performance of 
three well-known machine learning classifiers. These approaches are ANN, decision tree (DT) and 
NB techniques. It is noticed that ANN techniques obtains better results than DT and NB in terms 
of accuracy, sensitivity and specificity. In continuation of their work, PSO-ANN based diagnostic 
model is also developed for early detection of dengue disease (Gambhir et al., 2017). In the proposed 
diagnostic model, PSO technique is applied to optimize the weight function of ANN method.

A home health monitoring system is designed for early detection of diabetes disease (Chatrati 
et al., 2020). The proposed monitoring system is combination of the decision making technique 
and machine learning approaches. Authors claimed that proposed monitoring system is capable to 
segregate the diabetes patients effectively and also send real time alert messages to diabetes patients.

To predict the diabetes mellitus, devi et al. (2020) applied farthest first clustering algorithm and 
sequential minimal optimization classifier. In this work, farthest first clustering algorithm is applied 
to group the data in one cluster. While, sequential minimal optimization is adopted to diagnose the 
diabetes mellitus. It is reported that proposed integrated approach provides better results as compared 
to existing approaches.

A comparative study of different machine learning techniques adopted for heart disease prediction 
is reported in (Srivastava et al., 2018). Authors discuss pros and cons of each machine learning 
technique in brief. Srivastava et al. (2020) designed a rule based monitoring system for accurate 
prediction of diabetes disease. The proposed system consists of various rules for the identification 
of diabetes disease. These rules are derived using clinical and non-clinical symptoms of diabetes 
disease and a panel of doctors certifies these rules. The proposed monitoring system achieves 90.4% 
accuracy rate.

2.1 Technical Gap
Through the extensive literature survey, it is noticed that large number of machine learning techniques 
have been reported for disease diagnosis and prediction. It also noted that ANN, SVM, NB and DT 
are widely adopted for diagnosis task. But, it is stated that optimization of ANN and SVM is not an 
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easy task. Various optimization techniques are studied to optimize the weight and bias functions of 
ANN and SVM techniques. The optimization of weight and bias functions improves the diagnostic 
rate. Moreover, it is also noticed that performance of classifier also depends on the features of a 
dataset. Various studies showed that all features of a dataset are not equally important. The selection 
of relevant features has significant impact on the performance of classifiers. Irrelevant features can 
degrade the performance of classifiers. Hence in this work, ABC based feature selection method is 
applied to determine optimal set of features. Further, the concept of deep neural network (DNN) is 
implemented diagnostic task. DNN is significantly different from ANN and gives better diagnostic 
rate as compared ANN.

3. PROPOSED ABC-DNN BASED DIAGNOSTIC MODEL

This section describes the ABC-DNN based diagnostic model for diagnosis and prediction of diabetes 
disease. The proposed diagnostic model is the combination of the ABC based feature selection 
method and DNN technique. The subsection 3.1 describes the details of ABC based feature selection 
algorithm which is used to compute the more relevant features of diabetes disease. Subsection 3.2 
describes the DNN technique which is used as classifier in the proposed diagnostic system. Figure 1 
illustrates the block diagram of proposed ABC-DNN based diagnostic model.

3.1 ABC Based Feature Selection (FS) Algorithm
This subsection describes a feature selection algorithm based on artificial bee colony (ABC). 
The aim of the feature selection algorithm is to determine the more relevant features of diabetes 
disease. The feature selection algorithm can be either supervised or unsupervised in nature. This 
work considers the unsupervised ABC feature section algorithm for determine the relevant features. 
ABC is a stochastic optimization method inspired through honey bees which is used to optimize 
numerical function problems (Karaboga, 2005). This algorithm is widely adopted for solving variety 
of optimization problem such as clustering, function optimization, constrained and unconstrained 
optimization problems (Cao et al., 2019; Dedeturk & Akay, 2020; Li et al., 2019; Sahoo, 2017). 
ABC algorithm consists of three types of bees such as employed bees, onlooker bees and scout bee. 
In ABC, employed bees is equal to number of onlooker bees and there is a single scout bee in bee 
colony. The works of these bees are described as employed bees are responsible to determine the 
location of food sources, and further, collects the information regarding food sources and handover 
this information to onlooker bees. The main concern of the onlooker bees is to evaluate the quality 
of food sources discovered through employed bees. These bees are also explored the new food source 
location, if previously discovered food source quality is not good. Scout bee generates new food 
source location, if previously generated food source is abandoned. In ABC algorithm, employed and 
onlooker bees perform the exploitation process whereas the exploration is performed by the scout bee. 
3The proposed ABC based feature selection algorithm consists of four phases- initialization phase, 
employed bees phase, onlooker bees phase, abandoned food source or scout bee phase. The detailed 
steps of ABC feature selection algorithm are given in Algorithm 1. The flowchart of the ABC based 
feature selection algorithm is presented in Figure 2.

3.2 Deep Neural Network (DNN)
DNN can be characterized as a neural network with finite level of complexity. It consists of complicate 
mathematical model for processing of the information and contains multiple layer (Ali et al., 2019). 
DNN integrates both of feature selection and classification task itself to build good decision making. 
DNN obtains good attention from the research community in recent time. DNN can be described as 
an input layer (I) for input, hidden layer (L) for processing and an output layer (O) for final outcome. 
DNN is developed in python programming language using tf.contrib.learn.DNNClassifier library 
from Google. DNN having advantage over conventional neural network because it is designed using 
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the wide set of trials and every trial modifies number of hidden layers, activation function, learning 
steps and number of neurons of DNN configuration. The accuracy of DNN is validated using the 
test set in every manual configuration. In this work, rectified linear unit activation function is used 
to generate all neuron layers for DNN classifier. The DNN classifiers is described through eq. 7 and 
further, this equation is also defined the activation function:

F x x x( ) = = ( )′ max ,0 	 (7)

In abovementioned equation, x denotes an input to a neuron, also called ramp function. Moreover, 
the activation function is associated with smooth approximation which is given in eq. 8:

F x x( ) = + ( )



ln exp1 	 (8)

Figure 1. Block Diagram of the Proposed ABC-DNN based Diagnostic Model



International Journal of E-Health and Medical Communications
Volume 12 • Issue 2 • March-April 2021

39

Algorithm 1. ABC based Feature Selection Algorithm

/* Initialization Phase */

Step 1: Initialize user defined parameters of the proposed algorithm such food sources, limit, maximum cycle number, colony size and upper 
bounce.﻿
For i= 1: K \* K is the total number of food sources */﻿
Initialize the food source within the boundary of given dataset in random order.﻿
Send the employed bees to the food source.﻿
End For﻿
Iteration = 0

Step 2: While (Stopping condition is not met)

/* Start Employed Bees Phase*/

Step 3: For i= 1: K /* i represents the ith employed bee and K represents total number of food sources*/
Discover the position of new food source in the neighbouring of old food source using eq. 1.﻿

V X X X
i j i j i j i j k j, , , , ,
= +∅ −( )  (1)

Compute the fitness of the new generated food source using eq. 2.﻿

fit
fi
i

=
+
1

1
 (2)

A greedy selection is made between the old and new food source positions and keep the best one﻿
End For

Step 4: Calculate the probability values for each food source.﻿
For i=1: K﻿
Compute the probability value associated with each food source using eq. 3.﻿

P
fit

fit
i

i

i

SN

i

=

=∑ 1

 (3)

End For

/* Start the Onlooker Bees Phase*/

Step 5: For i = 1: K /* i represents the ith onlooker bee and K represents total number of food sources */
If (rand () < Pi) /* Pi denotes probability of ith food source */
Send the onlooker bee to exploit new food source in the neighbouring of old position using eq. 4.﻿

V X X X Y X
i j i j i j i j k j i j j k j, , , , , , ,
= +∅ −( )+ −( )ϕ  (4)

Compute the fitness of the new food source using equation 3.﻿
A greedy selection is made between the old and new food source and keep the best one.﻿
Else﻿
i=i+1﻿
End If﻿
End For

/* Scout Bee Phase*/

Step 6: If (the food source is not upgraded further using limit)﻿
Send a scout bee to generate the new position of food source using eq. 5.﻿

X X rand X X
new best best curr
= + 



 −( )0 1,  (5)

End If

Step 7: Memorize the best solution achieved so far.﻿
Iteration = iteration + 1﻿
End While﻿
Obtain the final optimized cluster centres.

Step 8: Compute the weight of each feature using equation 6.﻿

f
X

C di
i

d

j

h

k

k
ih

ik

=











×

= = =
∑∑∑
1 1 1

1
 (6)

Step 9: Select the features with maximum value.
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In prediction task, the new representation of input layer is illustrated through hidden layers and 
can be defined using eq. 9:

x m w x b
t t t t+ = +



1
	 (9)

x
t+1  denotes the (t+1)th hidden layer, w

t
 denotes the weight of ith hidden layer, b

t
 denotes the 

bias of ith hidden layer and m denotes activation function.

Figure 2. Flow chart of the ABC based feature selection algorithm
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4. EXPERIMENTAL RESULTS AND DISCUSSION

This section demonstrates the simulation results of proposed ABC-DNN based diagnostic model. 
The performance of proposed model is evaluated using Pima indian diabetes dataset. Furthermore, 
10 cross fold and 50-50 percent training and testing method is used to validate the performance of 
diagnostic model. The simulation results of proposed system are described in terms of average of the 
ten independent run. The parameters tuning of the DNN method are taken same as reported in (Ali 
et al., 2019). A total seven hundred sixty-eight patient’s data are collected for the accurate diagnosis 
of diabetes disease. The prediction accuracy of the proposed model is described through accuracy, 
sensitivity, specificity, kappa, AUC and f-measure parameters. These parameters are computed using 
equations 10-13:

Accuracy
TP TN

TP FP TN FN
=

+
+ + +

×100 	 (10)

Sensitivity
TP

TP FN
=

+
×100 	 (11)

Specificity
TN

FP TN
=

+
×100 	 (12)

F Measure
Precision Recall

Precision Recall
− =

× ×
+

2 	 (13)

Table 1 illustrates the simulation results of proposed ABC-DNN diagnostic model and DNN 
technique. The simulation results are evaluated using 10-cross fold and 50-50% training and testing 
techniques. It is observed that proposed diagnostic model obtains 94.74% accuracy rate using 10-fold 
method. Where, the accuracy rate using all features i.e. DNN technique is 82.67%. Hence, it is stated 
that proposed ABC based feature selection method improves the accuracy rate of DNN technique. On 
the analysis of 50-50% training-testing technique, it is also seen that proposed ABC-DNN diagnostic 
model achieves higher accuracy rate as compared to DNN technique. It is observed that ABC based 
feature selection method improves the accuracy rate of DNN upto twelve percent. It is also stated 
that proposed diagnostic model achieves higher sensitivity, specificity, f-measure, kappa and AUC 
rate as compared to DNN technique. Furthermore, it is noted that kappa statistics is significantly 
improved using ABC-DNN technique. It is also revealed that there is significant difference between 
the performances of 10 fold and 50-50% techniques in terms of ABC-DNN model.

The experimental results of proposed ABC-DNN based diagnostic model is also compared with 
existing diabetes prediction model and several machine learning approaches. Table 2 presents the 
experimental results of proposed diagnostic model and other existing diabetes models using accuracy 
parameter. It is revealed that ABC-DNN model obtains higher accuracy rate as compared to rest of 
existing studies. Hence, it is stated that proposed ABC-DNN based diagnostic model is one of the 
efficient and effective method for computer-aided diagnostic system. This model also improves the 
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accuracy rate of diabetes disease. Further, it is noticed that proposed diagnostic model obtains higher 
accuracy arte using 10-fold technique rather than 50-50% training-testing technique.

Figure 3(a) illustrates the data instances of diabetes dataset using age, pedigree function and BMI 
features. While, figure 3(b) denotes the prediction of diabetes dataset in two classes i.e. Diabetes and 
Non-Diabetes. The prediction of diabetes and non-diabetes patients is done through the proposed ABC-
DNN based diagnostic model. Figures 4-5 demonstrate the experimental results of the ABC-DNN 
based diagnostic model and DNN technique using 10-fold method. Figure 4 shows the experimental 
results of ABC-DNN model and DNN technique using accuracy, sensitivity and specificity parameters. 
Whereas, Figure 5 depicts the simulation results using kappa, AUC and F-measure parameters. It 
is seen that proposed ABC-DNN based model achieves better quality results than DNN technique. 
Figures 6-7 show the experimental result of ABC-DNN model and DNN technique using 50-50% 
training-testing method. It is noticed that integration of ABC based feature selection method improves 
the performance of DNN significantly. Hence, it is stated that ABC-DNN based diagnostic model 
outperforms than DNN technique.

5. CONCLUSION

This paper presents an ABC-DNN based diagnostic model for the diagnosis and prediction of diabetes 
disease. The proposed diagnostic model is designed using ABC based feature selection method 
and deep neural network technique. In proposed model, ABC based feature selection method is 
used to determine the relevant features of diabetes disease. Further, the DNN technique is adopted 
for diagnosis and prediction of diabetes disease. The performance of proposed diagnostic model is 
evaluated using Pima Indian Diabetes dataset. The different performance measures like accuracy, 
sensitivity, specificity, AUC, F-measure and Kappa are considered to assess the performance of 
ABC-DNN based diagnostic model. Furthermore, experimental results are evaluated using 10-fold 
and 50-50% training-testing techniques. It is observed that ABC-DNN based diagnostic model 
provides better results than DNN method. The experimental results of ABC-DNN model is also 
compared with thirty-one existing diabetes studies. It also revealed that proposed diagnostic model 
achieves higher accuracy rate than existing studies. Furthermore, it is noticed that 10-fold method is 
more suitable than 50-50% training-testing method. Hence, it is concluded that proposed ABC-DNN 

Table 1. Simulation results of DNN and ABC-DNN on diabetes dataset

Features Parameters 10 Cross Fold 50-50% Training and Test

Using All Features 
(DNN)

ACC 82.67 ± 4.53 81.06 ± 4.87

Sensitivity 88.93± 5.14 87.41 ± 4.74

Specificity 78.58 ± 6.13 74.59 ± 5.81

f-measure 78.12 75.67

Kappa 71.23 68.43

AUC 81.42 79.08

Using Attribute 
Weighting (ABC-
DNN)

ACC 94.74 ± 2.56 91.61 ± 3.46

Sensitivity 95.52 ± 4.18 93.16 ± 3.94

Specificity 92.06 ± 2.35 90.04 ± 4.23

f-measure 89.31 85.94

Kappa 91.28 87.56

AUC 92.36 88.27
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Table 2. Performance comparison of proposed KhmAW-SVM method and previous studies reported in literature on PIMA indian 
diabetes dataset

Sr. No. Study Algorithm Accuracy (%)

1 Deng and Kasabov (2003) ESOM 78.4

2 Polat et al. (2008) LS-SVM, 78.21

3 Temurtas et al. (2009) MLNN with LM 79.62

4 Kayaer and Yıldırım (2003) GRNN 80.21

5 Carpenter and Markuzon 
(1998) ARTMAP-IC 81

6 Temurtas et al. (2009) MLNN with LM 82.37

7 Dogantekin et al. (2010) LDA-ANFIS 84.61

8 Bozkurt et al. (2014) DTDN 76

9 Yilmaz et al. (2014) Modified K-Means Clustering 93.71

10 Zhu et al. (2015) Multiple Factors Weighted Combination 91

11 Dogantekin et al. (2010) Various methods 59.5 and 77.7

12 Ramezani et al. (2018) LANFIS 88.05

13 Orkcu and Bal (2011) Real-coded Genetic Algorithm 77.6

14 Luukka (2007) Similarity Classifier + Feature Extraction 75.97

15 Isa et al. (2011) Clustered-Hybrid MLP 80.59

16 Ozcift and Gulten (2013) Rotation Forest Ensemble Classifier 74.47

17 Aslam et al. (2014) Genetic Programming+K-Nearest 
Neighbour 80.5

18 Seera and Lim (2014) Fuzzy Max-Min NN-CART Random 
Forest 78.39

19 Belle et al. (2015) Radial Basis Function Classifier 76.7

20 Wang et al. (2015) Improved Electro magnetism like 
Mechanism 77.21

21 Seera et al. (2015) Hybrid Fuzzy ARTMAP-CART model 87.64

22 Zhu et al. (2015) Multiple Factors Weighted Combination 93

23 Ding et al. (2015) Extreme Learning Machine 77.63

24 Mohapatra et al. (2015) Improved Cuckoo Search based ELM 78.5

25 Feng et al. (2015) Variable Coded Hierarchical Fuzzy 
Classification 79.17

26 Luukka (2011) Similarity Classifier using PCA and 
Entropy 75.82

27 Polat and Gunes (2007a) Fuzzy-Artificial immune recognition 
system 84.42

28 Polat and Gunes (2007b) PCA + ANFIS 89.47

29 Ghazavi and Liao (2008) Fuzzy Modelling with Selected Features 77.65

30 Polat et al. (2008) Generalized discriminant analysis Least 
square SVM 82.05

31 Kahramanli and Allahverdi 
(2006) ANN + FNN 84.24

32 Our Study ABC-DNN (50-50 training and test set) 91.61

33 Our Study ABC-DNN (10 cross fold) 94.74
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Figure 3. (a) Illustrate the distribution of Pima Indian Diabetes Disease data, while (b) Shows diabetes prediction using ABC-DNN 
method

Figure 4. Simulation results of DNN and proposed ABC-DNN based diagnostic model using accuracy, sensitivity and specificity 
parameters (10-fold method)
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based diagnostic model is an effective and efficient diagnostic model for diagnosis and prediction of 
diabetes disease. In future, DNN method will be applied for the accurate diagnosis of different diseases 
like Parkinsons, liver disease, heart disease etc. Further, the weight function of DNN method will 
optimize using meta-heuristic techniques. The different feature selection technique will be adopted 
for the selection of relevant features.

Figure 5. Simulation results of DNN and proposed ABC-DNN based diagnostic model using F-measure, Kappa and AUC (10-fold 
technique)

Figure 6. Simulation results of DNN and proposed ABC-DNN based diagnostic model using accuracy, sensitivity and specificity 
parameters (50-50% training-testing method)
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Figure 7. Simulation results of DNN and proposed ABC-DNN based diagnostic model using F-measure, Kappa and AUC (50-50% 
training-testing method)
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