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ABSTRACT

Diabetes is a chronic disease that can affect the life of people due to high sugar level in their blood. 
The sugar level is increased due to a lack of production of insulin in the human body. Large numbers 
of people are affected with diabetes and it can increase tremendously due life style behavior. Diabetes 
can also affect the other human organs, like kidneys, hearts, retinas and lead to the failure of these 
organs. This article presents a diabetic monitoring system to determine the risk of diabetes based on 
the personal health record of patients. In this work, several rules are designed based on the clinical as 
well as non-clinical symptoms. The effectiveness of the diabetes monitoring system is tested on a set 
of two hundred forty people. The simulation results are also compared with well-known techniques 
available for diabetes prediction. It is stated that proposed monitoring system obtains 90.41% accuracy 
rate as compared with other techniques.
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1. INTRODUCTION

Diabetes s is one of popular chronic disease that can affect the life of people throughout the world. 
The main reason of diabetes is lack of production of insulin in human body. It can also characterize 
as metabolic disease and having high blood sugar rate. The blood sugar level varies due to insulin 
emission. Further, it can also affect the other body parts of human and becomes worse, if cannot treat 
timely. The reduced level of insulin can also communicate blood glucose in blood platelets. In turn, 
the chance of several other diseases like heart disease, paralysis, strokes can also increase in diabetic 
people. In developed countries, diabetes become well-known reason of death and it one of most 
common non-communicable diseases throughout world (World Health Organization, n.d.). Till 2025, 
300 million people will be either diabetic or pre-diabetic in world. A study reveals that fifty million 
people in India are either pre-diabetic or diabetic (Alice & Balachandran, 2015). Further, this study 
also highlights that nearly forty-four people in India are not know, they are diabetes affected. Diabetes 
can occur at any stage in human being. Clinically, diabetes can be categorized in type 1, type 2, and 
gestational diabetes (Zheng et al., 2007). Type 1 diabetes can be described as juvenile diabetes and 
it can occur in children frequently, but it also occurs in adults. In Type 1 diabetes, the body is unable 
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to produce insulin in appropriate amount and also destroy the cell which is responsible to produce 
insulin. Type 2 diabetes can occur any stage of human life, but it mainly occurs in fat, middle-aged, 
and elderly people. Gestational diabetes occurs in women due to hormonal and other changes. In the 
literature, numerous algorithms are presented for predicting diabetes. These algorithms include various 
conventional machine learning methods like decision tree, logistic regression, neural network, etc. 
(Kavakiotis et al., 2017; Yadav et al., 2012; Kumar & Sahoo, 2013). Some meta-heuristic algorithms 
and feature selection methods are also reported to determine the risk factors of diabetes disease (Yue 
et al., 2008; Duygu & Esin, 2011; Sahoo & Kumar, 2014; Gambhir et al., 2016).

It is also noticed that some ensemble methods are also developed for diabetes diagnosis (Kavakiotis 
et al., 2017; Ozcift & Gulten, 2011; Gambhir et al., 2017; Kumar et al., 2019; Gambhir et al., 2018). 
So, it is concluded that there is not a single system available in literature that can analyze the personal 
health record of patients. Hence, there is need of a diagnostic system that can effectively diagnose 
patients with diabetes. In this work, a diabetes monitoring system is proposed based on personal 
health record of patients. Further, several machine learning techniques are also used to compare the 
results of proposed system.

1.2 Statement of the Problem
The aim of this work is to develop a system based on personal health record of users for monitoring 
diabetes. Further, several rules are designed to accurate classification of diabetes disease. Moreover, 
a diabetes application is also developed to collect the data form users and this app is deployed in 
mobile environment.

1.3 Contribution of the Work
The aim of this work is to develop a diabetes monitoring system based on personal health record 
to determine the risk of diabetes. An online diabetes application is developed to keep record of the 
user information and also to collect the data. Through this app, several suggestions can also send to 
the registered user regarding diabetes prevention and also enables user to consult with doctor and 
medical staff. The aim of the monitoring system is to overcome the risk of diabetes and also to aware 
the people regarding diabetes. The contribution of this work is highlighted below.

1. 	 A diabetic monitoring system is developed to monitor the health of users.
2. 	 Several rules are designed for accurate classification of diabetes disease.
3. 	 The developed decision system integrates with mobile environment.

Rest of paper is organized as. Section 2 highlights related work on diabetes prediction. Section 
3 presents PHR based monitoring systems for diabetes. The implementation and simulation results 
of proposed monitoring system are discussed in section 4. The work is summarized in section 5.

2. RELATED WORKS

Nilashi et al. (2017) developed an intelligent system based on machine learning techniques to improve 
diabetes classification accuracy. The proposed system is the combination of clustering, noise removal 
and classification techniques. In this system, SOM is adopted for clustering, whereas, PCA technique 
is applied for noise removal. Further, classification task is performed using neural network. The Pima 
diabetes dataset is used to evaluate the performance of the proposed system. Authors claimed that 
the proposed system improves the classification accuracy.

Priyadarshini et al. (2017) presented a hybrid classifier to determine diabetic affected people. The 
proposed hybrid classifier is the combination of K-Means and GSA algorithm. In proposed classifier, 
GSA algorithm is applied to optimize the initial centroid for K-means algorithm. Moreover, K-means 
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algorithm is used to identify diabetic affected people correctly. It can be stated that proposed classifier 
obtains good classification results.

Cui et al. (2018) designed a decision support system for the management of patients with diabetes, 
especially for clinicians. In this model, a combination of support vector machine and genetic algorithm 
is applied to determine the risk of diabetes. The imbalance data is handled using SMOTE based 
method. The results of decision model are compared with other existing classifiers like naive bayes, 
DT, LR and NN. It is observed that the proposed decision model achieves 81.02% accuracy rate.

Aljumah et al. (2013) presented a study on diabetes affected people and divided in two group 
i.e. young age group and old age group. The objective of this work is to examine the effects of drug 
treatment especially for controlling diabetes. The oracle data miner tool is applied for predicting the 
treatment of diabetes. Further, SVM technique is used for analysis purpose. This study revealed that 
the drug treatment for young age group can delay side effects, but this study also revealed that the 
older age group requires immediate treatment.

Abdullah and Selvakumar (2013) developed PSO based decision tree algorithm to determine 
risk factor of Type-2 diabetes. Moreover, concept of self-adaptive inertia weight is also integrated 
into PSO algorithm for accelerating the search process. Simulation results of proposed algorithm are 
compared with several PSO and decision tree variants. It is stated that proposed algorithm effectively 
identifies the risk factors associated with diabetes.

Dalakleidi et al. (2017) adopted several machine learning approaches for estimating the risk 
of Type 2 diabetes. In their work, authors applied ensemble neural network to determine long 
term diabetes risks. Some popular machine learning approaches like logistic regression, Bayesian 
approaches and decision tree are also considered in this work. Simulation results stated that the 
ensemble neural network achieves 80.20% accuracy rate as compared to other approaches.

Meng et al. (2013) considered LR, ANN, and DT methods to predict pre-diabetes and diabetes 
affected patients. This study identified that seven hundred thirty-five people are either pre-diabetes 
or diabetes and seven hundred fifty two people are normal. Further, it is noticed that decision tree 
method obtains 77.52% accuracy rate in comparison to logistic regression and artificial neural network.

Yuvaraj and SriPreethaa (2017) implemented several machine learning algorithms in Hadoop 
environment for diabetes prediction. These machine learning algorithms are neural network, SVM, 
decision tree, Naïve Bayes and random forest. The performance of these algorithms is tested on Pima 
Indian diabetes dataset. Authors claimed that random forest algorithm obtains higher accuracy rate.

Pimentel et al. (2018) designed a screening method to determine the symptoms of Type -2 diabetes. 
In this work, a machine learning framework based on electronic health record is reported to determine 
the risk of Type-2 diabetes. Further, temporal features are also considered in this work. It is seen 
that the proposed screening method provides higher accuracy rate and accurate prediction of T2DM.

Wu et al. (2018) developed a prediction model based on improved K-mean and logistic regression 
for Type 2 diabetes prediction. The performance of prediction model is tested on Pima Indian diabetes 
dataset. Authors claimed that the proposed prediction model achieves 3.04% higher accuracy rate in 
comparison to existing model reported in literature.

Varma et al. (2014) applied a decision tree-based approach. Further, it is seen that to overcome 
crisp boundaries problem of decision tree, fuzzy based decision boundaries are integrated to achieve 
better accuracy rate. The effectiveness of the proposed approach is evaluated on Pima Indian Diabetes 
dataset. Author claimed that the proposed approach outperforms than others. In diabetes patients, 
diabetic retinopathy is one common causes for vision loss.

For accurate prediction of diabetic retinopathy, a clinical decision support system (CDSS) is 
reported in (Piri et al., 2017). The proposed system requires demographic and lab data for detecting 
susceptibility of retinopathy in patients rather than ophthalmologists and expensive equipment. It is 
noticed that CDSS provides higher accuracy rate.

A machine learning based framework is presented for detecting Type 2 diabetes (Zheng et al., 
2017). This study explores genome-wide association to find relation between genotype-phenotype 
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associations. The framework includes k-NN, NB, DT, RF, SVM, and LR methods to detect T2DM. 
It is observed that proposed framework is more accurate and efficient for identifying T2DM.

Ruiz et al. (2017) presented a web based CDSS for the treatment of patients with gestational 
diabetes. The objective of CDSS is to improve specialized health assistance and prevent patients 
from unnecessary displacements. It is claimed that the proposed CDSS is capable to avoid gestational 
diabetes with adverse outcomes and provides remarkable results.

To provide an efficient framework for diabetes prediction, Dwivedi (2017) adopted six 
computational intelligence techniques. These techniques are DT, SVM, LR, NB, and ANN. The 
performances of these techniques are measured using different performance metrics. It is reported 
that ANN and LR give better results than other techniques.

Heart rate information based automated system to detect normal and diabetes patients is presented 
in (Acharya et al., 2015). The Electrocardiogram signals are used to determine heart rate information. 
Results stated that the proposed system obtained an average accuracy rate more than 92%.

Sappagh et al. (2015) developed a fuzzy ontology-based CBR framework for semantic diabetes 
diagnosis. The fuzzy ontology is applied on sixty real diabetic cases. It is claimed that the proposed 
system achieves an accuracy rate of 97.67%.

To generate the optimal rule set for diagnosis of diabetes, Cheruku et al. (2017) proposed a 
SM-RuleMiner for diabetes prediction. The Pima Indians Diabetes dataset is adopted to measure the 
performance of SM-RuleMiner. The proposed rule miner gives better performance in terms of rule 
length and rule set size.

A machine learning based approach for classification of healthcare data is reported in (Srivastava 
et al. 2019). In this work, RF, SVM and multi-layer NN are applied to accurate classification of 
healthcare data. It is claimed that SVM based system provides more accurate results.

A fog-based healthcare system developed for providing support to the remote patients (Devarajan 
et al., 2019). This system comprises of IOT and cloud computing techniques. The simulation results 
stated that proposed system provides better performance in terms of energy efficiency, accuracy and 
latency.

A mobile cloud computing-based decision system developed to monitor the progress of stroke 
patients (Karaca et al., 2019). The proposed system consists of two main components, i.e. mobile 
application and server application. ANN technique is used to classifying the data. The aim of this 
work is to develop user friendly stroke management system.

3. PROPOSED DIABETES MONITORING SYSTEM

This section presents diabetes monitoring system for determine the risk of diabetes in human being. To 
design the proposed monitoring system, a set of rule are designed for accurate prediction of diabetes. 
This rule set consists of twelve rules that are described in subsection 3.1. These rules are designed on 
the basis of several standards which are mentioned in Tables 1-5. Further, these rules are also certified 
through a panel of expert in the field of diabetes and this panel recommends these rules for diabetes 
identification. After that, a diabetes application is developed to collect the information of patients. 
This application is deployed in online environment and data is collected through online mode. This 
application is easily downloaded on user mobile phone and user can provide the details through this 
particular application. The aim of this application to connect with the user all time and also provides 
the feedback to users immediately. Some suggestions are provided to the user regarding diabetes 
prevention. Some of snapshots this application is illustrated in Figures 1-9. The major attributes of 
collected information is highlighted in Table 1. In this work, diabetes can divide in three categories- 
Pre-diabetes Type-1 diabetes and Type -2 diabetes. The pseudo code of diabetes is given in subsection 
3.2. Table 2 illustrates cholesterol standards. Table 3 shows blood pressure standards. Table 4 shows 
standards for Type-1 diabetes. Table 5 displays standards for Type-2 diabetes.
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3.1 Rule Set for diabetes Identification
This subsection describes different rules designed for accurate prediction of diabetes disease. The 
rules are given as

Rule 1: If ((BMI>25) && (BP==Yes) && (CL==high) && (HD==Yes) && (Prenatal DB==Yes) 
&& (lifestyle behavior==Yes) && (Age >40)); Pre-diabetic

Rule 2: If ((BMI>25) && (BP==Yes) && (CL==high) && (History HD==No) && (Prenatal 
DB==Yes) && (Lifestyle behavior ==Yes) && (Age<40)); Pre-diabetic

Rule 3: If ((BMI<25) && (BP==Yes) && (CL==high) && (History HD==No) && (Prenatal 
DB==Yes) && (Lifestyle behavior ==Yes) && (Age<40)); Pre-diabetic

Rule 4: If ((BMI<25) && (BP==Yes) && (CL== lower) && (HD==No) && (Prenatal DB==Yes) 
&& (Lifestyle behavior ==Yes) && (Age<40)); Go for diabetic test

Rule 5: If ((BMI<25) && (BP==NO) && (CL== lower) && (HD==No) && (Prenatal DB==Yes) 
&& (Lifestyle behavior ==Yes) && (Age<40)); Go for diabetic test

Rule 6: If ((BMI<25) && (BP==NO) && (CL== lower) && (HD==No) && (Prenatal DB==No) 
&& (Lifestyle behavior ==No) && (Age>40)); Normal

Rule 7: If ((BMI<25) && (BP==NO) && (CL== lower) && (HD==No) && (Prenatal DB==No) 
&& (Sedentary lifestyle==No) && (Age<40)); Normal

Rule 8: If ((LDL>100) && (HDL<40) && (Triglycerides>150)); High Cholesterol
Rule 9: If ((LDL>100) || (HDL<40) || (Triglycerides>150)); High Cholesterol
Rule 10: If ((LDL<100) && (HDL>40) && (Triglycerides<150)); Low Cholesterol
Rule 11: If ((Random test >100) && (Fasting test>126) && (Glycated hemoglobin>140)); Type-1 

Diabetes
Rule 12: If ((Two-hour test >180) && (Oral glucose tolerance test >200)); Type-2 Diabetes

Figure 10 shows a Diabetes Monitoring System.

3.2 Pseudo Code of Proposed Decision System
This subsection summarizes the pseudo code of proposed decision system. Fig. 10 illustrates the 
proposed diabetes monitoring system. The pseudo code of proposed system is divided into three phases.

Phase 1: This phase contains the personal health report of individual patients. The steps of this phase 
are listed below.
1. 	 If user is already registered with decision system, then user click on login option, otherwise 

click on registration link.

Table 1. Standards for pre diabetic screening

Sr. No. Standards Range

1 BMI > 25

2 BP > 120/80

3 CL High/Low

4 HD Yes/No

5 Lifestyle behavior Yes/No

6 Prenatal DB Yes/No

7 Age > 40



International Journal of E-Health and Medical Communications
Volume 11 • Issue 3 • July-September 2020

37

2. 	 After successful login, User enter their personal health details like BMI, blood pressure, 
cholesterol, history of diabetes etc. to detect pre-diabetic or normal condition.

3. 	 If user is pre-diabetic, then it is suggested for predetermined laboratory tests to identify 
Type-1 or Type-2 diabetes, otherwise, suggested for workout and control BMI, etc.

4. 	 For Type-1 diabetes, some non-clinical parameters like thirst level, urination level, loss in 
weight, tiredness and vision bullring are described. If existence of these parameters is found, 
then go for clinical tests for confirmation of Type-1 diabetes.

5. 	 If clinical tests, confirm Type-1 diabetes, then patients take recommended dose of insulin 
and also go for Type-2 diabetes.

6. 	 In Type-2 diabetes, go for post prandial test and OGTT, if test positive, patients is affected 
with Type-2 diabetes and precaution can be taken.

7. 	 If any user needs doctor consultation, then go for doctor consultation link.
Phase 2: This section deals with PHR data which is stored on server. Further, the stored data is 

classified using rules described in sub section 3.1. The main task of these rules is to divide 
data in two class normal and diabetes. The diabetes is further classified in pre diabetes, Type-1 
diabetes and Type-2 diabetes. Some suggestions and recommendations are also given in case 
of presence of diabetes.

Phase 3: This section deals with the doctor opinion on clinical reports.
1. 	 The information of patients is available for doctors through PHR system.
2. 	 Doctors can see the information after login to the system.
3. 	 Patient report online and prescription is sent to user through mail.

Figure 1. LOGIN details
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4. EXPERIMENTAL SECTION

To validate the effectiveness of proposed monitoring system, information of two hundred forty people 
were collected using a diabetic app. The data collection app is developed in android environment. 
This information comprises of several attributes. The information of these attributes is summarized in 
Table 1. Out of two hundred forty, one hundred fifty are diabetes patients and rest of are non-diabetic 
or normal. The simulation results of the proposed system are compared with artificial neural network 
(ANN), decision tree (DT), support vector machine (SVM), logistic regression (LR) and RBF-SVM. 
These are well defined and popular machine learning methods used in healthcare applications. In 
this work, accuracy, sensitivity, specificity and error rate are taken as performance parameters to 
assess the performance of machine learning methods. A confusion matrix is designed to derive 
aforementioned parameters. Table 6 illustrates the confusion matrix of ANN, DT and NB techniques. 
The confusion matrix of SVM, LR, and RBF-SVM is presented in Table 7. The confusion matrix 
of proposed monitoring system is mentioned in Table 8. It is observed that the proposed approach 
successfully detects diabetes-affected patients more efficiently than other techniques. It is also seen 
that decision tree-based approach exhibits worst results among all techniques. Table 9 consists of 
simulation results of proposed system and other classification techniques.

It is seen that proposed system obtains higher accuracy rate as compared to other techniques. 
Further, analysis of sensitivity and specificity parameters, it is stated that proposed system exhibits 
better performance than others. It is observed that DT approach exhibits worst performance using 

Figure 2. User registration
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all parameters. The performance comparison of proposed system and other methods using accuracy, 
sensitivity, specificity and error rate parameters is shown in Figure 11. It can be concluded that 
proposed system outperforms than others.

Moreover, the effectiveness of the diabetes monitoring system is also evaluated on Pima Indian 
diabetes dataset. Table 10 summarizes the results of the proposed system and other classification 
techniques using pima Indian diabetes dataset. The results are evaluated in terms of accuracy, 
sensitivity, specificity and error rate. It is revealed that proposed system obtains more accurate 
results than other classification algorithms. Further, a rank parameter is also designed to obtain rank 
of each technique. It is seen that proposed system having first rank among all techniques, whereas, 
ANN techniques having last rank. It is also noticed that RBF-SVM obtains second rank among all 
techniques. Figure 12 illustrates the comparison of all techniques using accuracy, sensitivity, specificity 
and error rate. It is clearly stated that proposed system attains better results than compared algorithm 
and determines risk of diabetes in people more accurately.

5. CONCLUSION

This paper presents a diabetes monitoring system for prediction of diabetes affected people. The 
proposed system comprises of several rules for the identification of diabetes. Moreover, a diabetes app 
is developed to collect the patient’s information and this app is deployed in online environment. This 

Figure 3. Pre-diabetic interface
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app also provides some suggestion regarding diabetes diseases. Through this app, information of two 
hundred forty patients is collected and this information is processed using the proposed monitoring 
system. The simulation results of proposed monitoring system are also compared with well-known 
approaches such as NN, LR, SVM, RBF-SVM and DT. The results are evaluated using specificity, 
accuracy, error control and sensitivity parameters. It is observed that proposed monitoring system 
90.41 accuracy rates. The sensitivity rate of proposed system is 93.19, whereas, specificity rate of 
proposed system is 86.02. Moreover, it is also noticed that DT approach exhibits worst performance 
among all approaches. It is also stated that proposed system also obtains higher accuracy rate for Pima 
diabetes dataset as compared to other classification techniques. It can be concluded that proposed 
monitoring system is an effective solution for the identification of diabetes affected patients.

Figure 4. Type- 1 symptoms non clinical
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Figure 5. Type-1 clinical symptoms
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Figure 6. Suggestions for Type- 1 diabetes
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Figure 7. Type- 2 diabetes symptoms
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Figure 8. Type- 2 diabetes clinical symptoms
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Figure 9. Suggestions for Type- 2 diabetes

Table 2. Illustrate cholesterol standards

Standard Classification Range

CL LDL > 100 mg/dl

HDL < 40 mg/dl

Triglycerides > 150 mg/dl
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Table 3. Blood pressure standards

Standard Classification Range

BP

Healthy BP 120/80 mmHg

Early High BP In range of 120/80-140/90 mmHg

High BP > 140/90 mmHg

Table 4. Standards for Type-1 diabetes

Diabetes Tests Range

Type-1 Random test > 100mg/dl

Fasting test > 126 mg/dl

Glycated hemoglobin > 140 mg/dl

Table 5. Standards for Type-2 diabetes

Diabetes Classification Tests Range

Type-2 Two-hour test > 180 mg/dl

Glucose test > 200 mg/dl
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Figure 10. Diabetes monitoring system

Table 6. Confusion matrix of ANN, DT and NB methods using tenfold cross validation method

Confusion Matrix

ANN DT NB

Predicted

P N P N P N

Actual
P 116 34 113 37 112 28

N 18 72 20 21 21 69
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Table 7. Confusion matrix of SVM, LR and RBF-SVM methods using tenfold cross validation method

Confusion Matrix

SVM LR RBF-SVM

Predicted

P N P N P N

Actual
P 124 26 125 25 137 21

N 18 72 16 74 14 80

Table 8. Confusion matrix of proposed system using tenfold cross validation method

Confusion Matrix

Proposed System

Predicted

Positive Negative

Actual
Positive 137 13

Negative 10 80

Table 9. Performance comparison of proposed approach and other classification techniques

Parameters
Techniques

ANN DT NB SVM LR RBF SVM Proposed 
System

Accuracy 78.33 76.25 79.5 81.6 82.9 85.83 90.41

Rank 6 7 5 4 3 2 1

Sensitivity 86.56 84.96 84.21 87.32 88.65 90.72 93.19

Rank 5 7 3 6 4 2 1

Specificity 69.23 65.42 71.13 73.46 74.74 78.35 86.02

Rank 6 7 5 4 3 2 1

Error Rate 21.66 23.75 20.5 18.4 17.1 14.17 9.59

Rank 6 7 5 4 3 2 1

Overall Rank 5.75 7 4.5 4.5 3.25 2 1
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Figure 11. Performance comparison of proposed system and other methods using different performance measures

Table 10. Performance comparison of proposed approach and other classification techniques using Pima Indian diabetes 
dataset

Parameters
Techniques

ANN DT NB SVM LR RBF SVM Proposed 
System

Accuracy 65.51 62.45 68.19 72.06 62.83 76.56 85.23

Rank 5 7 4 3 6 2 1

Sensitivity 65.23 85.14 84.21 77.02 65.38 86.14 90.16

Rank 7 3 4 5 6 2 1

Specificity 64.48 65.56 71.13 74.56 72.84 81.64 87.34

Rank 7 6 5 3 4 2 1

Error Rate 34.59 37.55 31.81 27.94 37.17 23.44 14.77

Rank 5 7 4 3 6 2 1

Overall Rank 6 5.75 4.25 3.5 5.5 2 1
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Figure 12. Performance comparison of proposed system and other methods using Pima Indian diabetes dataset
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Table 11. List of Abbreviations

PHR Personal health Record

SOM Self-Organizing Maps

PCA Principle Component Analysis

GSA Gravitational Search algorithm

DT Decision Tree

LR Logistic Regression

NN Neural Network

SMOTE Synthetic Minority Over-sampling Technique

SVM Support Vector Machine

PSO Particle Swarm Optimization

ANN Artificial Neural Network

T2DM Type 2 Diabetes Mellitus

NB Naive Bayes

CDSS clinical decision support system

k-NN k-Nearest Neighbour

RF Random Forest

CBR Case Based Reasoning

BMI Body Mass Index

BP Blood Pressure

CL Cholesterol Level

HD Heart Disease

DB Diabetes

LDL Low Density Lipoproteins

HDL High Density Lipoproteins

OGTT Oral Glucose Tolerance Test

RBF Radial Basis Function


