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Since computer programming began for com-
mercial applications 55 years ago, trillions 
of lines of code have been produced, much 
of which is still running in some computer 
somewhere. Nobody knows precisely how that 
vast landscape of code works, and that raises 
some very serious questions when it comes to 
protecting our national security and way of 
life. We know that unknown or undocumented 
code poses a major security risk and most code 
contains defects. So identifying the subset of 
those defects that are exploitable becomes a 
matter of finding one black grain of sand on a 
vast beach of white sand. As a result, it’s very 
hard to find bugs and impossible to say with 
any certainty whether a given application is 
secure. In fact, it’s much easier to just assume 
that all applications—no matter how rigorously 
developed—will contain some exploitable flaw 
that could cause a potential security problem. 

We make this assumption in part because 
software is an invisible, yet highly complex, 
product. If software engineering as a discipline 
had been around as long as civil engineering, the 
engineering approach used for building a bridge, 
for example, would be applied consistently 
in a standard way, with universally accepted 
checkpoints.  Unfortunately, our profession 
is not quite as mature as those that have been 

around for centuries, so we cannot have the 
same confidence level in the typical software 
engineering product as we might have in a civil 
engineering product. 

While we could confirm, through testing 
and other development methods, correct soft-
ware functionality, unless we engage in use of 
formal methods for every element of the soft-
ware system, whether developed or acquired, 
and under every possible usage scenario, we 
cannot say with absolute confidence that it is 
impervious to a buffer overflow or command 
injection. Even worse, we cannot say for sure 
that a malicious object is not lurking somewhere 
in it. This is precisely why having some form of 
standard, objective measurement is so important 
to the security of software.

Accurate and trustworthy measures would 
allow the developer, or sustainer, to observe 
and judge the code, and standard measures of 
performance accumulated over a period of time 
would help make the coding process more effec-
tive and efficient. However, because software 
is intangible, it’s hard to measure. For tangible 
civil engineering structures like a bridge, we 
have traditional, well-known, and, in many 
cases, ancient measurement processes, along 
with standard units of measure. For instance, 
we can answer a question like “What kind of 
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load can the structure sustain?” But for software, 
rigorous research is still needed to define both 
what to measure, how to measure it, and what 
that measure translates to in terms of meaning-
ful information. 

Previously, the only available answers to 
“how big is the software?” were management-
type responses, such as a $5 million develop-
ment or two-year project. Project managers 
accept such measures because those measures 
inform their decisions. But information that 
vague is not very helpful to software engineers, 
leaving them to make important decisions 
based on guesswork and creativity. Standard 
performance measures in software engineering 
define concrete, quantifiable code attributes. 
More importantly, persistent and commonly 
understood measures make the software engi-
neering process more reliable. 

Reliability is the probability that a system 
will operate without failure for a given time in 
a given environment. The given time in this 
definition may represent any number of actual 
data items, such as number of executions; num-
ber of lines of code traversed, or time of day. 
The challenge is to turn all of these potentially 
meaningful items into a standard and commonly 
accepted system of measurement. Measurement 
has gotten a lot of attention lately. Defects in 
code have always had obvious effects on a 
product’s security, yet we still do not have a 
commonly accepted and standardized way to 
reliably characterize those defects. As a result, 
reliable, standard measurement data has become 
critical in the discussion of how best to produce 
secure code. 

The right measure will ensure that engineers 
can monitor the right things. In effect, reliable 
measurement data makes the process and prod-
uct visible to all participants, and that visibility 
helps establish assurance. Metrics research 
provides the link between development work 
and our need to truly understand the nature of 
the product. Nevertheless, we need to know how 
to describe software in ways that are meaningful 
to engineers, developers, and managers, while 
including practical considerations such as the 

nature of the collected data and the units of 
measurement. That need leads us to ask this 
question: “What is the current state of the art 
in the process of making software visible?” The 
aim of this edition is to open this discussion up 
to the profession. To that end, we present five 
views on how to make the software process 
and product more visible. Each view presents 
a different aspect of the problem and provides 
its own individual insight into the solution. 
We believe this sort of wide-ranging dialogue 
is the first step in overcoming existing hurdles 
to maturing the software assurance discipline.

The rest of this issue is organized as follows:

•	 “Principles and Measurement Models 
for Software Assurance” by Mead et al. 
presents an effective measurement model 
organized by seven principles that capture 
the fundamental managerial and technical 
concerns of development and sustainment. 

•	 “Towards a More Systematic Approach to 
Secure Systems Design and Analysis” by 
Miller et al. presents research on measuring 
the variability in decision making among 
security professionals, with the ultimate 
goal of improving the quality of security 
advice given to software system designers. 

•	 “A New Method for Writing Assurance 
Cases” by Matsuno and Yamamoto presents 
a new method for writing assurance cases 
and describes a preliminary experiment 
carried out on a web server demo system.

•	 “Analyzing Human Factors for an Effec-
tive Information Security Management 
System” by Alavi et al. identifies direct 
and indirect human factors that can impact 
information security. 

•	 “Advancing Cyber Resilience Analysis 
Based on Metrics from Infrastructure 
Assessments” by Vugrin and Turgeon 
describes a hybrid infrastructure resil-
ience assessment approach that combines 
both qualitative analysis techniques with 
performance-based metrics.
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