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ABSTRACT

In public health emergencies, situational awareness is crucial for swift responses by governments 
and rescue organizations. In this manuscript, a novel framework is proposed to identify and classify 
event-specific information, aiming to comprehend concepts, characteristics, and classifications 
associated with situational awareness in social media emergencies. First, a statistical approach is 
employed to extract a set of standard features. Second, a category-based latent dirichlet allocation to 
vector (LDA2vec) model is leveraged to extract topic-based features to enhance accuracy, particularly 
for unbalanced datasets. Finally, a fuzzy support vector machine (FSVM) classifier utilizing the 
Mahalanobis distance kernel is introduced to improve the detection accuracy of event-specific 
information. The framework’s effectiveness is evaluated using the social media public health dataset, 
achieving superior filtering capabilities for non-informative data with a precision of 89% and an F1-
Score of 91%, surpassing other standard methods.
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INTRoDUCTIoN

Public health emergencies are characterized by their suddenness, speed, and unpredictability, 
presenting significant challenges to emergency management (An et al., 2018). Governments and 
voluntary relief organizations should strive to collect and understand relevant disaster information 
to aid emergency response operations (Fu et al., 2020). Situational Awareness (SA) (Huang & Xiao, 
2015), which involves gathering and comprehending relevant crisis information (i.e., what is occurring 
in impacted communities during an event), is critical to this process. Social media has become a 
primary mode of disseminating information online, owing to its speed, versatility, and interactivity. 
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It also serves as a substantial communication channel, particularly for situational awareness during 
emergencies like natural calamities.

However, due to the diversity of online user communities, online news content varies widely, 
posing challenges for relevant agencies in swiftly gaining situational awareness of events. The key to 
enhancing the speed of emergency response to unforeseen events and minimizing associated losses 
is efficiently collecting pertinent information related to situational awareness from vast amounts of 
data in the shortest possible time frame. The use of social media for situational awareness during 
unforeseen events typically involves tasks such as social media text classification and semantic 
mining, which includes parsing concise and informal messages, managing information overload, 
and prioritizing different types of information identified within these messages. These tasks can 
be mapped to classical information processing operations, such as filtering, categorization, sorting, 
aggregation, extraction, and summarization (Imran et al., 2015; Liang & Li, 2020).

In recent years, an increasing number of scholars have explored the implementation of techniques, 
including natural language processing, machine learning, and deep learning, for the automated 
processing of social media breaking news messages (Xia et al., 2021). However, there still needs to be 
a framework to identify and classify event-specific information, primarily due to the complexity of the 
task and the dynamic nature of online information (Nan et al., 2022). Such a framework is necessary 
for the ability of relevant agencies to efficiently process and make sense of the vast amount of data 
generated during unforeseen events. This gap in existing methodologies arises from the following 
two factors: the complexity of information and unbalanced data issues.

On the one hand, the diverse and dynamic nature of online content, particularly during emergencies, 
poses challenges in developing a comprehensive framework. The sheer volume of information and 
the rapid evolution of events demand a sophisticated approach to extracting relevant details. On the 
other hand, dealing with unbalanced data sets, where informative and non-informative data may be 
unevenly distributed, adds another layer of complexity. A robust framework should account for these 
imbalances to ensure accurate and unbiased results.

In light of these challenges, developing a comprehensive and adaptable framework becomes 
imperative. This paper proposes an automated and comprehensive framework for identifying 
informative information. Using situational awareness, our approach aims to comprehend the concepts, 
features, and categories of informative information related to public health emergencies on social 
media. First, we define the concepts, characteristics, and components of informative information 
regarding public health emergencies based on situational awareness on social media. Second, we 
employ statistical methods to extract traditional features, including linguistic, numeric, punctuation, 
and source-based features. Third, we enhance our framework by extracting topic-based features 
using a category-based latent Dirichlet allocation to vector (LDA2vec) model, tailored explicitly 
for addressing unbalanced data sets. Finally, we introduce a fuzzy support vector machine (FSVM) 
classifier designed to handle unbalanced and noisy data, utilizing a kernel based on Mahalanobis 
distance rather than the traditional Euclidean distance kernel. The effectiveness of our framework is 
assessed through comparisons with traditional machine learning models and state-of-the-art methods. 
To further validate our approach, we leverage a BERT pre-trained model to cluster the classification 
results, demonstrating that informative information has a superior situational awareness effect.

The main contributions of our work could be summarized as follows:

• We proposed an automated and comprehensive framework for the identification of informative 
information. This framework addressed the complexities associated with public health 
emergencies on social media, aiming to provide a holistic solution to the challenges posed by 
the dynamic nature of online information.

• We leveraged a category-based LDA2vec model to extract topic-based features. This approach 
enhanced the capability of our framework to grasp nuanced information related to public health 
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emergencies, which is particularly beneficial for handling unbalanced data sets and improving 
overall classification accuracy.

• To improve the detection accuracy of informative information, we designed an FSVM classifier 
utilizing the Mahalanobis distance kernel, departing from the conventional Euclidean distance 
kernel. The FSVM is adept at handling unbalanced and noisy data, making our framework robust 
and effective in real-world scenarios.

The rest of our paper is organized as follows. The related work is introduced in Section 2. 
Informative information in public health emergencies is described in Section 3. The construction of 
our framework is presented in Section 4. We perform many experiments and analyze the comparative 
results in Section 5. Situational awareness analysis is done in Section 6. Finally, Section 7 summarizes 
and concludes our work.

RELATED WoRK

Essentials of Situational Awareness Information
During emergencies, various types of information on the web, including updates, personal opinions 
(e.g., on the adequacy of rescue operations), and emotions (e.g., expressions of sympathy for those 
affected by the disaster), are posted by users in huge quantities and at incredible speeds. This situational 
information can help the government, as well as the rescue organizations, gain an overview of the 
overall situation of the event (Rudra et al., 2018).

Hornmoen et al. (2021) argued that social media can significantly enhance risk and crisis 
management by facilitating situational awareness systems. Vieweg et al. (2010) encoded social 
media data using geo-location, location referencing, and scenario updating to elevate situational 
awareness. Imran et al. (2013b) classified social media data into five categories: warnings and 
advisories, casualties and losses, donated goods and services, missing and found persons, and 
sources of information to guide manual annotation, categorize the information, and extract valuable 
information. Wang and Ye (2018) examined situational awareness from the three dimensions of time, 
space, and semantics in social media data. Imran et al. (2014) categorized messages posted during 
disasters into a set of user-defined information categories (e.g., “needs,” “damages”) and, with the 
help of crowdsourcing, manually extracted various tweet features to identify information in tweets. 
Bouzidi et al. (2022) reported that social media information related to warnings, alerts, situational 
awareness, and disaster education is valuable for situational awareness in public health emergencies. 
Scheele et al. (2021) proposed a geospatial context-aware text mining approach that combines spatial 
and temporal information from social media and authoritative data sets with text information. This 
approach was used to classify disaster-related social media posts, enhancing emergency situational 
awareness. Rudra et al. (2018) differentiated informative information across events, languages, and 
perspectives and proposed a method for identifying and extracting non-informative information. 
Castillo et al. (2011) studied how to classify disaster management-relevant information in tweets based 
on message, user, and message propagation features. They conducted extensive manual evaluation 
of credibility, achieving precision and recall rates ranging from 70% to 80%.

Classification of Social Media Text Information
Feature Extraction
Currently, the research of text information classification methods on social media mainly focuses on 
feature extraction and the use of classifiers. Feature extraction aims to obtain a feature system with 
the most influential category differentiation ability. Conventional feature extraction involves basic 
features based on lexical properties, bag of words, among other things, and statistical features extracted 
through methods such as TF-IDF and sorted indexing, among others. Additionally, features can be 
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extracted through the word2vec model of deep learning. Salton and Yu (1973) proposed a novel method 
for determining the weight of words by exploring TF-IDF. The importance of a word for the text 
was determined by analyzing its frequency in a corpus and original text. Then, content was selected 
based on keyword information to improve the accuracy of extracted content. Chouigui et al. (2018) 
applied this approach to extract information about events in Arabic news using co-occurring words, 
varying performance by corpus type and domain. Sriram et al. (2010) also explored this approach. 
Manually annotating various categories of tweets using multiple classification techniques based on 
lexical and structural features alongside a limited number of domain-specific characteristics extracted 
from authors’ profiles and texts effectively classifies the text into a pre-defined set of generalized 
categories. Linguistic features, such as those used by Freitas and Ji (2016) were also employed. The 
use of slang and emotive vocabulary must be avoided when identifying the value of tweets; instead, 
opt for active learning and content-based features to maintain recall and improve trend classification 
precision. However, this method is only suitable for popular topics. Hasan et al. (2019) developed a 
real-time event detection system, which uses inverted indexing and incremental clustering methods to 
detect newsworthy events at low computational cost. These studies predominantly employ conventional 
word frequency statistics methods. However, these methods are sensitive to the particular corpus 
utilized, which may lead to restricted generalization of their models. Furthermore, given the vast 
amount of COVID-19 data accumulated, machine learning-based approaches may exhibit suboptimal 
performance in extracting critical information.

Word embedding methods such as word2vec (Mikolov et al., 2013) are standard techniques for 
extracting topic-based features for text recognition and are largely dependent on the corpus used. 
Khatua et al. (2019) tested the accuracy of domain-specific word vectors for recognizing crisis-related 
actionable tweets in the context of the Ebola virus in 2014 and the Zika virus outbreak in 2016, and 
found that extracting meaningful domain-specific semantic relations was better than training via 
word2vec or via NLP, thus they argued that it is better to train a context-specific corpus for each burst 
of information. Wiedmann (2017) devised a joint learning model of structural and textual features 
for web event extraction, which applies to a wide range of domains. These studies can obtain both 
textual formal features and content-based features. However, most Word2Vec methods fail to discover 
relationships between text contexts, and their effectiveness is closely related to the corpus used. Other 
studies using topic models ignore the imbalance of samples in natural environments, which may lead 
to biased results of their topic models.

Based on these works, we adopt a category-based LDA2vec model to extract topics from 
different categories of samples to solve the problem of topic extraction model failure caused by 
sample distribution bias, which effectively complements the deficiency of traditional features in 
feature extraction.

Classification of Social Media Information
Training a classifier is the final and especially crucial step in the information classification. A classifier 
model with numerous parameters is generated through extensive training on large corpora. Its input is 
a text feature vector, and its output is the predicted text category. Machine learning and deep learning 
algorithms are commonly used for classification. Kumar et al. (2020) analyzed massive tweets, images, 
and videos based on the long short-term memory (LSTM) model to identify information related to 
sudden events on Twitter, thus assisting people in making timely decisions. Lu et al. (2014) utilized 
unsupervised clustering methods to identify valuable related topics based on pages and posts on social 
networks and achieved promising results through a combination of deep neural network models. Liu 
et al. (2016) employed a combined approach of supervised and unsupervised learning to achieve text 
classification for network services. They started with a small training set with basic classifiers and 
then iteratively request labels from the most informative services outside the initial training set. They 
addressed issues arising from sparse term vectors in service descriptions by combining probability 
topic models and using an SVM to enhance the effectiveness of text classification on the corpora.
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Classification of Public Health Emergencies
In the process of risk communication in public health emergency management, the timely and accurate 
information of sudden public health events is of significant importance in crisis propagation (Li et 
al., 2022). Therefore, accurately distinguishing the value of different information has become a hot 
research topic among scholars. In disease surveillance, Unankard et al. (2015) proposed a method based 
on support vector regression (SVR) to extract influenza-related information from social networks to 
predict the development of influenza in the United States. Y. Wang et al. (2020a) used word embeddings 
to encode Twitter texts and input them into a convolutional neural network (CNN) structure to train 
a classifier for personal health identification. However, this method tended to favor classes with a 
large number of training samples, as the reliability and classification performance improves with 
more data. Broniatowski et al. (2013) used an SVM to better differentiate between actual influenza-
related tweets and tweets that appear to be relevant but are not actually about influenza and found that 
the SVM has higher accuracy than other methods. Byrd et al. (2016) used a naive Bayes classifier 
to classify tweets based on influenza-related keywords, achieving a classification effectiveness of 
up to 70%. Alessa and Faezipour (2018) described the potential of social media posts in detecting 
disease outbreaks and providing early warning. Their research mainly focused on predicting disease 
transmission and classifying disease-related posts using lexical statistical methods. Lee et al. (2013) 
devised a novel real-time influenza and cancer monitoring system that utilized spatial, temporal, and 
text mining of Twitter data to detect disease outbreaks and employed machine learning methods to 
identify influenza and cancer based on frequency. Missier et al. (2016) designed a model for tracking 
dengue fever outbreaks on Twitter, evaluating 1,000 tweets using naive Bayes and language models 
based on LDA topic models and analyzing the dengue fever epidemic in the Philippines, achieving 
classification of epidemic-related tweets.

Most of the studies mentioned above utilized traditional machine learning models for identification 
and feature extraction. However, traditional machine learning models exhibit certain limitations for 
public health emergencies on social media with a large volume of information and significant sample 
imbalances. To address sample imbalances, we carefully considered the relevance of features and 
proposed an FSVM classifier based on the Mahalanobis distance kernel.

INFoRMATIVE INFoRMATIoN IN PUBLIC HEALTH EMERGENCIES

Definition of Informative Information
Situational awareness first emerged in the military field as a way to enhance the discovery, recognition, 
understanding, analysis, and response capabilities of security threats from a global perspective, based 
on security big data. According to Endsley(1995), situational awareness refers to “perceiving elements 
in the environment within a certain time and space, understanding their meaning, and predicting 
their future state in the near term”. In 1995, Endsley proposed the operational framework of situation 
awareness theory in dynamic decision-making, with the core being the situation awareness model, 
which includes three levels: perception of situational elements, understanding of the situation, and 
prediction of the situation.

Emergency decision-makers need to formulate response plans quickly in the face of complex 
environments, urgent time constraints, missing information, and immense pressure. Therefore, it is 
crucial to accurately understand the status of unexpected events, which involves identifying information 
with situational awareness elements from a large amount of news. Perception of situational elements 
refers to grasping the overall picture of an event and obtaining its essential elements and attributes. 
In the field of natural disasters, this mainly includes identifying and confirming disasters, damage 
intensity, disaster behavior, and causes and ways of the current state. In information security, situational 
elements refer to understanding and acquiring data, as well as collecting capabilities. Different fields 
have different understandings of situational elements, but they all have a common goal: to help relevant 
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entities grasp the full picture and status of an event. In this work, we define informative information 
based on situational awareness as information that contains situational awareness elements and assists 
in understanding and predicting the situation for relevant entities.

Classification Methodology of Public Health Emergencies 
Based on Situational Awareness
Different types of emergency events have different elements of situational awareness, and scholars 
provide no specific standards. For example, based on the elements of the event, the elements of the 
event object, and the elements of the event environment, the elements of situational awareness can 
be summarized for sudden natural disasters, accidents, public health emergencies, and social security 
events (Bruns, 2020; Olteanu et al., 2014). Alternatively, situational elements can be summarized based 
on the subjective emotions toward factual information. Imran et al. (2013a) categorized informative 
information of emergency events into eight categories, based on whether the information could be 
helpful to others, and provided examples of some situational elements. The statement from Imran 
et al. (2016) suggested that elements contributing to situational awareness in sudden public events 
encompass information related to infrastructure damage, missing persons, individuals trapped or 
injured, casualties, available shelters, volunteers, and rescue operations, among other relevant factors. 
Some researchers also consider non-situational awareness elements. Qu et al. (2011) believed that 
information related to donations or charity, praise or criticism of rescue actions, tragic views on 
preventing similar incidents in the future, and post analysis of the ways and causes of disasters were 
non-situational awareness elements. No directly applicable information is available for situational 
awareness elements of public health emergencies. In this work, we reference existing literature and 
combine practical data to organize the elements of situational awareness information for sudden public 
health emergencies, to guide the construction of manual annotation and feature systems.

The use of social media data for situational awareness primarily focuses on three dimensions of 
social media: time, space, and semantics (Z. Wang & Ye, 2018). Time information is mainly used 
to help detect when a disaster erupts and the entire development process of the disaster. Spatial 
information is mainly used to help government departments understand where the crisis and losses 
are more severe (Huang et al., 2015; Kryvasheyeu et al., 2016; Y. Wang et al., 2020b). Semantic 
information can help managers understand what happened during the disaster. In this work, we start 
from the three dimensions and summarize each situation’s situational awareness elements related to 
public health emergencies. The time dimension focuses on the time of the outbreak of the epidemic, 
the development process of the epidemic, who is affected, and what advice relevant departments give 
at what time, among other things. Spatial information mainly helps relevant departments understand 
what happened during the epidemic, starting with the construction of facilities and public utilities 
and understanding the basic situation and scope of the event. Semantic information is used for rescue 
and donation based on whether the information content can assist relevant groups. Some other special 
situations can be summarized in semantic information, as shown in Table 1.

FRAMEWoRK FoR INFoRMATIoN CLASSIFICATIoN 
oF PUBLIC HEALTH EMERGENCIES

overview of our Framework
To accurately identify informative information regarding situational awareness in the public network, 
we seek to extract text features of public emergencies and classify them rapidly and accurately. With 
the situational awareness theory as the foundation, our feature extraction stage surpasses the technical 
methods based solely on text coding. Consequently, our methodology enables rapid identification 
of critically informative information, particularly in the initial stages of emergent situations. The 
framework we propose in this paper is shown in Figure 1.
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First, we extract information features, including linguistic, numeric, punctuation, and source-
based features. These features serve as fundamental elements for illustrating distinct information in 
textual form. Second, we design a category-based LDA2vec model to extract the topic-based feature 
for acquiring the feature vector of the information data. The feature vectors are then deployed to 
represent the variations in informational details across different situations in the text. Finally, we 
input the extracted feature vectors related to information into an FSVM classifier based on the 
Mahalanobis distance kernel for classification, categorizing the information into informative and 
non-informative information.

Although traditional SVM classifiers are proficient at text classification, they encounter specific 
issues. First, the distribution of relevant news samples on social networks is often distorted, with 
only a small amount of valuable news among a large amount of irrelevant information. Second, the 
segmentation of SVM hyperplanes is impacted by numerous noise points in the data set, resulting in 
potentially biased classification outcomes. Third, conventional SVM or FSVM classifiers that use 
Euclidean-distance kernels provide equal weighting to various attributes, which impairs the efficiency 
of the classifier. Thus, we introduce the Mahalanobis distance instead of the Euclidean distance to 
amend the FSVM model for enhanced model detection accuracy.

Information Feature Extraction
Traditional statistical features include linguistic features, numeric features, punctuation features, and 
source-based features. In previous studies, these features have been proven to solve tasks such as 
event extraction and text classification. Topic-based features complement text features by capturing 
potential semantic aspects in social networks. Since word2vec focuses on local features between 
words, and LDA addresses global features between contexts, our design involves a category-based 
LDA2vec model that integrates these two features. Finally, we obtain a combination of statistical and 
topic-based features, shown in Table 2.

Table 1. Classification of situational awareness elements of public health emergencies

Dimension Concrete elements Examples

Time

Confirmation, death, 
cure, warning and advice, 
vaccination guidance, tips, 
reports, vaccines etc.

“The latest epidemic map # This is the special data of @Alipay: 
Figure 1 is February 10, 2020, at 9:30, Figure 2 is February 12, 
2020, at 10:00 suspected cases have decreased significantly, and the 
cure rate has increased!”?

“How to ride the elevator safely? (Xinhua News Agency) L Jiangxi 
Daily Weibo video?”

Space

Road closures, closures and 
services, changes to traffic, 
hospitals, clinics, locations, 
ranges, repeated, secondary 
outbreaks etc.

“Type of coronavirus pneumonia COVID-19ARS-CoV-2# O is 
the first in the country! Hubei Shiyan Zhangwan Area announced 
the implementation of wartime control of all buildings closed 
management? “

“After cases of the novel coronavirus pneumonia have spread to 
25 countries and more than 40,000 people have been diagnosed, it 
finally has an official name - COVID-19. The Art of traveling in 
China? “

Semantics Donation, volunteer, rescue, 
Foundation etc.

The new coronavirus pneumonia COVID-19ARS-CoV-2# O Wuhan 
after 90 volunteer team initiators: Some people do practical things, 
and some people scratch materials?

Who names COVID-19: ‘COVID-19’ stresses name to avoid 
geographical reference Vaccine expected to be ready in 18 months 
WHO names COVID-19: COVID-19?
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Category-Based LDA2vec Model
The potential semantic features in social media may represent what will happen in the future, which 
is of great significance for situational awareness prediction, so obtaining topic features is crucial for 
situational awareness. First, a word segmentation tool is used to exclude stop and low-frequency 
words, and microblogs with the same label are connected with documents. Because there is a certain 
distortion between informative information and non-informative information (about 20% is informative 
information), the training results of the model will inevitably be biased toward the valueless microblogs 
in the data set due to the unsupervised attribute of LDA. Therefore, two LDA models are used to 
train the data set before classification. One is trained on the informative information microblog, 
denoted as LDAP . The other is trained on the non-informative information microblog, abbreviated 
as LDAN . The category-based LDA2vec model is shown in Figure 2, and the steps are as follows.

1.  The samples of the two categories are trained respectively to obtain two topic models. Both 
document Vector Vdp  and Vdn  are weighted sums of the subject vectors.

2.  All microblog information is trained by word2vec model to get word vector VW .

Figure 1. The overview of our framework

Table 2. Information feature extraction

Category Specific description

Topic-based features LDA2vec

Statistical features

Linguistic features: nouns, adjectives, text length, etc.

Numeric features: Arabic numerals, Chinese numerals

Punctuation features: ‘!’, ‘? ‘, ‘%’, ‘$’, etc.

Source-based features: government enterprises, schools, media and other large and small 
organizations or individuals, etc.
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3.  The context vectors are the sum of the Vdp  and Vdn  and VW . Because length of information in 

informative and non-informative information is very similar, we assume that Vdp  and Vdn  have 
the same dimension.

Then, the normalized confusion is calculated according to the topic data, as shown in Figure 3. 
The five topics with the lowest confusion are selected as the number of candidate topics, which are 
30, 31, 36, 37, and 38. Finally, 30 is selected as the number of topics. Therefore, Vdp  and Vdn  have 
a dimension of 30.

Statistical Features
Statistical features are those features of the data set that can be defined and calculated via statistical 
analysis.

Figure 2. Category-Based LDA2vec model

Figure 3. Normalized perplexity
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Linguistic features ( SL ) can reflect the user with more psychological activity and behavioral 
intention. Therefore, we calculate the frequency of each word class (such as noun or adjective) 
in the microblog, denoted as Spos , and Slen  represents the length of the microblog, whose value 
is equal to the number of words in the microblog. Finally, we obtain the 10-dimensional vector 
of linguistic features. 

Numerical features often reflect accurate and reliable information. For example, the number of 
confirmed cases, cures, and deaths is a good representative of the development trend of the epidemic, 
and the phone number may be an emergency call. We get the numerical feature S S Ssnum num len= / , 
indicating the proportion of numbers in the number of characters in microblogs, and the numerical 
feature is assigned S S SN num snum= ∪{ } . 

Punctuation features often represent people’s emotional orientation; exclamation marks can be 
used for warning messages, question marks may represent questions, and so on. We use the number 
of punctuation marks to measure the statistical characteristics of punctuation marks. These punctuation 
marks include common symbols such as ‘!’, ‘?’) and special symbols such as ‘%’ and ‘$’. This paper 
uses SP  is used to represent the usage of punctuation marks in each microblog. 

Source-based features affect users’ perceptions of text reliability. On the microblog platform, 
information sources or microblog senders are divided into two categories: official information sources 
(such as government enterprises, schools or media, and other large organizations) and non-official 
information sources (such as small organizations or individuals). This paper uses authentication 
information (Weibo authentication is marked by blue V) and the number of fans to assist in judging 
the reliability of the information source. We extract a source-based feature Sgov  to indicate whether 
a Weibo is published by a public account. Sgov  is a dummy variable, 1 represents an official Weibo, 
and 0 represents an unofficial Weibo.

We conduct regression analysis on some representative items from the aforementioned features to 
verify the significance of the features extracted based on statistical methods in the former. Additionally, 
we calculate their mean, standard deviation, and p-value across different categories in Table 3.

From Table 3, we can observe that most attributes demonstrate statistical significance (p-value 
less than 0.05), while some attributes exhibit vital significance (p-value less than 0.01). The p-values 
for text length are all less than 0.01 among the language features, indicating its highest significance. 
Both symbolic features and source features are also important. The symbolic of ‘%’ and ‘?’ is the most 
significant feature within the symbolic feature. This is because most Weibo posts that include ‘%’ also 
contain numerical features and valuable information, while posts without informative information 
rarely include such symbols. It is worth noting that the p-value for the source-based features is also 
less than 0.001 since most official Weibo accounts are valuable sources of information.

FSVM With Mahalanobis Distance Kernel
The standard SVM employs Euclidean distance to calculate the distance between a sample and the 
hyperplane during classification. However, Weibo data are characterized by large amounts of noise 
and data volume, which leads to the following issues when employing the Euclidean distance method. 
On one hand, the importance of different features for calculating distance varies due to significant 
differences in dimensions. On the other hand, some relevant feature dimensions may interfere with 
each other during distance calculation. Fuzzy membership can fully solve the fuzzy relationship 
between samples and categories (Yu et al., 2021). Therefore, in this study, we use an FSVM model 
based on the Mahalanobis distance kernel, which replaces the Euclidean distance to balance the weight 
of sample features. The formula for calculating the Mahalanobis distance is as follows:
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where K x yi j,( )  represents the kernel of the RBF function with parameter s , ∅ −M RBF  represents 
the RBF kernel of the FSVM classifier. 

The fuzzy membership degree of positive and negative samples is defined as:

Table 3. Traditional statistics features

Information type Statistical 
features

Informative information Non-informative 
information

P-value
Mean value Standard 

deviation
Mean 
value

Standard 
deviation

Linguistic Features(

SL )
Spos 3.017 2.860 3.083 3.056 0.07

Slen 90.35 28.67 106.2 25.58 <0.001*

Digit Feature ( SN ) S num 1.078 1.321 1.112 1.332 0.07

   S snum 2.669 3.407 2.481 3.559 0.012

Symbolic Feature (

SP )

? 1.616 2.185 0.411 0.875 <0.001*

% 0.002 0.001 0.006 0.009 <0.001*

The other 0.058 0.118 0.052 0.112 0.021*

Source Feature( Sgov ) Official 
type 0.045 0.328 0.529 0.232 <0.001*
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membership degree of Mahalanobis distance is introduced into Equation (1), and the fuzzy FSVM 
representation based on Mahalanobis distance is obtained based on the fuzzy degree:
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Since the deviation between positive and negative samples of public health emergencies related 
data is not severe, and the feature dimension of the model in this paper is high, the initial penalty 
coefficient C  is the majority of samples (non-informative information samples) divided by the 
minority of samples (informative information samples).

DATA CoLLECTIoN AND EXPERIMENTS

Data Acquisition and Preprocessing
This study collected the original Weibo posts related to COVID-19 topics and themes using the Weibo 
search API and a Weibo crawler from January 21, 2020, to May 1, 2020. The search API utilized 
keywords such as “COVID-19.” Retweets and shared posts were excluded as they were considered 
duplicates. Additionally, a crawler program was developed to randomly select Weibo posts based on 
the search API results in order to avoid the influence of PageRank. A total of 15,612 Weibo posts 
were collected, and duplicate posts were removed since most of the information was replicated from 
the original Weibo data. We excluded Weibo posts without text content, which were unreadable 
or written in a language other than Chinese. We also excluded posts that only contained tags or 
specific “[]” tags. As a result, we obtained a data set of 12,600 samples, including informative and 
non-informative samples.

Data Annotation
We manually annotated the 12,600 Weibo posts, categorizing them as informative or non-informative. 
The annotators consisted of doctors of information technology, computer science, or public health 
research, as well as undergraduate and graduate students with extensive experience in social network 
usage. If a Weibo post met any of the keywords shown in Table 1, it was labeled as informative.

The annotators were given sufficient freedom to search for any information related to the 
pandemic and apply their judgment. In cases of controversy, the annotators used voting to determine 
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the final result. For example, a message would be marked as informative only if there were five 
votes for PPPNN, PPPPN, or PPPPP, where P represents informative information and N represents 
non-informative information. The Cohen’s kappa coefficient among the data annotators was 0.79, 
indicating a high level of agreement among multiple independent annotators (Lee et al., 2013). The 
final research data set comprised 2,863 informative samples and 9,737 non-informative samples.

Evaluation
Evaluation of Feature Extraction
Identifying information through situational awareness and extracting its feature vector from a vast 
network data are crucial for achieving accurate text classification. We extract topic-based features 
for the first time, based on statistical features, to capture the possible semantic attributes of the text. 
We evaluate a common SVM model to assess the effectiveness of topic-based features in information 
classification.

Statistical features entail linguistic, numeric, punctuation, and source-based features. We use 
MMS to represent the classification model utilizing solely statistical features. Meanwhile, topic-based 
features involve segregating manually marked text into informative and non-informative information 
and extracting topics through our LDA2vec topic model. We use MST to represent the classification 
models utilizing solely topic-based features. Table 4 illustrates the performance of different feature 
sets with the same classifier.

As can be seen from Table 4, the MST model performs better than the MMS model, indicating 
that topic-based features are more accurate than traditional statistical features. MST performs best 
regarding recall rates, at 77%, because traditional statistical features are surface features that are 
often more relevant to the users themselves, especially linguistic features. However, topic-based 
features are more relevant to what is being discussed and contribute to situational understanding and 
situational prediction.

Our combined model (MMS +MST) and MST model’s F1-score is at least 7% superior to the MMS 
model, which only encompasses traditional features. This indicates the benefits of extraction based 
on topic features in identifying informative information. Regarding accuracy, our combined model 
outperformed all other models, surpassing MMS by 12%, 6%, and 8% in terms of accuracy, precision, 
and F1-score, respectively. Thus, extracting topic-based features and incorporating conventional 
statistical features significantly enhance the recognition of situational-awareness-based data.

Evaluation of the Balanced Data Set
In this study, we evaluate the efficacy of the Mahalanobis distance kernel-based FSVM classifier for 
eliminating non-informative data on a balanced data set. To further assess the model’s performance, 
we select the traditional SVM and FSVM based on the Euclidean distance kernel as baseline models 
for comparison. The comparison results are shown in Table 5. It is evident that our framework 
significantly outperforms the latter two techniques.

Meanwhile, we compare our framework with other traditional text classification models and 
literature-based approaches. Table 6 presents the performance results, demonstrating that our 
framework outperforms other models in terms of evaluation metrics (achieving an 86% accuracy and 

Table 4. Performance of different feature sets

Model Acc Pre Rec F1

MMS 0.69 0.71 0.66 0.69

MST 0.73 0.73 0.77 0.76

MMS +MST 0.81 0.77 0.76 0.77
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an 82% recall rate). Notably, among the language models, the lowest performing is the naive Bayes 
classifiers, whereas Xgboost’s classification outcomes are the most outstanding. The method outlined 
by Misser et al. (2016) demonstrates favorable performance when taking high-dimensional vectors 
as inputs, returning an accuracy of 83% and an F1-score of 74%. However, these figures fall 3% and 
7% behind our framework. These findings substantiate the efficacy and efficiency of our proposed 
model to a significant degree.

Evaluation of Unbalanced Data Set
Most data extracted from real microblogging lacks informative value, resulting in an extremely 
unbalanced data set. Hence, informative and non-informative information displays differing 
classification performance. In examining the FSVM classification model based on the Mahalanobis 
distance kernel on the unbalanced data set, all samples are considered in both the training and test 
data sets. The ratio of informative to non-informative information is set to 3.5:1 to reflect real-world 
conditions. The performance results are illustrated in Table 7.

Our proposed framework outperforms SVM and FSVM when informative samples are limited, 
increasing the recall rate by 4% and F1-score by over 3%. From the findings of classifying non-
informative information in unbalanced data sets, there is a high proportion of non-informative 
information samples, and all models demonstrate better classification performance than informative 
information samples. Experimental results indicate that our FSVM model, which utilizes the 
Mahalanobis distance kernel, exhibits strong classification capabilities in practical scenarios and 
effectively filters out most unnecessary information.

We compare our framework’s performance with other baseline models to demonstrate its 
superiority. Table 8 presents the comparison findings for the unbalanced data set. The baseline 
models exhibit a higher recall rate than the balanced data set when filtering out non-informative 
information. Their performance in identifying informative information is not satisfactory. However, 
despite a considerable difference in scale, the performance of our framework remains relatively stable. 
Simultaneously, our model significantly outperforms other baseline models regarding precision and 

Table 5. Performance evaluation of different kernel classifiers on the balanced data set

Model Acc Pre Rec F1

SVM 0.81 0.76 0.76 0.77

FSVM 0.83 0.75 0.72 0.76

Our Framework 0.86 0.79 0.81 0.81

Table 6. Results of comparison with baseline model on the balanced data set

Model Acc Pre Rec F1

Random forest 0.73 0.69 0.75 0.72

Xgboost 0.77 0.81 0.77 0.79

Adaboost 0.68 0.74 0.68 0.70

LR 0.71 0.55 0.63 0.59

Naive Bayes 0.66 0.59 0.72 0.60

(Misser et al., 2016) 0.83 0.70 0.78 0.74

Our Framework 0.86 0.79 0.82 0.81
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F1-score when filtering non-informative information. Regarding identifying informative information, 
our model achieves the highest recall rate among all models, leading to a marked improvement in 
classification effectiveness. The filtering efficacy is optimal with a precision of 89%, and the F1-
score is as high as 91%.

Parameter Evaluation
We investigate the impact of hyperparameter penalty coefficients C and kernel function variance 
gamma  on the model’s final performance. The parameter C  serves as the regularization parameter, 
governing the model’s complexity and its fit to training and test data. A higher C  value imposes 
a stricter penalty for misclassification, favoring smaller margins to ensure accurate classification 
of more training samples. Conversely, a lower C  value imposes a lighter penalty, allowing for 
larger margins and tolerance of misclassification. Specifically, a large C  tends to yield more 
complex decision boundaries while a small C  tends to produce simpler boundaries. The parameter 
gamma  controls the precision of sample mapping in the feature space. A higher gamma  shrinks 
the influence range of individual training samples, enhancing the model’s fit to the training data 
but also increasing sensitivity to noise, potentially causing overfitting. Conversely, a lower gamma  
expands the influence range, reducing the model’s fit to training data and possibly leading to 
underfitting. A large gamma  tends to generate complex decision boundaries, possibly while a 
small gamma  yields simpler boundaries. The optimal parameters are determined through grid 
search. The values of F1-score for both balanced and unbalanced data sets are presented in Figures 
4 and 5, respectively, for the C  and gamma . 

As shown in Figure 4, our model’s performance is impacted by the penalty coefficient C . The 
F1-score increases linearly for both unbalanced and balanced data sets when the penalty coefficient 

Table 7. Performance evaluation of different kernel classifiers on the unbalanced data set

Model
Informative information Non-informative information

Rec Pre F1 Rec Pre F1

SVM 0.67 0.72 0.69 0.91 0.85 0.88

FSVM 0.67 0.75 0.70 0.9 0.86 0.89

Our Framework 0.71 0.74 0.72 0.92 0.89 0.91

Table 8. Results of comparison with baseline model on the unbalanced data set

Model
Informative Information Non-informative Information

Rec Pre F1 Rec Pre F1

Random forest 0.65 0.8 0.72 0.9 0.8 0.86

Xgboost 0.55 0.78 0.64 0.94 0.85 0.89

Adaboost 0.58 0.81 0.69 0.91 0.82 0.86

LR 0.44 0.78 0.56 0.84 0.77 0.81

Naive Bayes 0.47 0.72 0.57 0.83 0.75 0.79

(Misser et al., 
2016) 0.69 0.76 0.72 0.91 0.82 0.86

Our Framework 0.71 0.74 0.72 0.92 0.89 0.91
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is below 2.5. It is important to note the sensitivity of the model to the penalty coefficient C . In 
contrast, the F1-score stabilizes when the penalty coefficient C  exceeds 2.5.

As can be seen from Figure 5, for an unbalanced data set, F1-score significantly increases from 
0.82 to 0.91 as gamma  increases. When gamma  is large, the effect of gamma  on the unbalanced 
data set is often greater than that of balanced data sets. According to grid search, the optimal values 
of parameters are obtained: for an unbalanced data set, C = 2 5. , gamma = 0 4. ; For a balanced 
data set, C = 2 5. , gamma = 0 25. .

SITUATIoNAL AWARENESS ANALySIS

Our study identifies informative public health emergencies based on the theory of situational awareness. 
In this section, we further analyze the differences between informative and non-informative texts in 
several perceptual elements.

Following the method by Sun et al. (2019), the text is based on a pretrained model to calculate 
the corresponding emotional indicators for informative and non-informative texts. In emotional 
factor classification, informative and non-informative texts are classified into positive, neutral, and 
negative emotions through three classifications. Table 9 provides examples of the corresponding 
textual content for each emotional value.

Figure 4. The value of F1-score with different C  on balanced and unbalanced data sets

Figure 5. The value of F1-Score with different gamma  on balanced and unbalanced data sets
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Table 10 shows the results of emotion classification of different information categories. Most of 
the COVID-19-related texts convey positive and neutral emotions. Positive emotional samples account 
for over 48%, neutral samples account for 32%, and negative emotional samples account for 20% of 
the total samples. This result is similar to the results of previous studies on general social network 
emotional expression, which indicates that the public’s emotional tendency toward the COVID-19 
epidemic was positive during the corresponding event stage of the data set, and the attitude toward 
the epidemic was positive. In the informative samples, positive emotional samples account for 24.2%, 
negative emotional samples account for 6.4%, and neutral samples account for 69.4%. Unlike the overall 
emotional tendencies, informative samples show obvious emotional neutrality characteristics, which is 
mainly due to the fact that informative samples appear in the form of news in practical environments. 
For most of such samples, the primary goal is to convey important information, so emotional factors are 
rarely added to the text. Positive informative samples are almost four times more than negative samples 
and, compared with non-informative samples, informative samples are more positive. The proportion of 
neutral emotional samples is significantly less for non-informative samples than informative samples, 
which is mainly because users bring personal emotional elements when posting related to Weibo.

We use feature reduction visualization based on t-SNE to show the classification results of 
sample sets under situational characteristics, as shown in Figure 6. In the situational awareness-based 
classification model, informative and non-informative samples can be easily distinguished. Situational 
awareness characteristics separate the clustering centers of the two types of samples, and informative 
samples appear in Quadrants 1 and 3, while non-informative samples mainly appear in Quadrants 
2 and 4. Compared with the situational awareness-based classification results based on SVM, our 
framework has more explicit boundaries in classification tasks.

CoNCLUSIoN

This study proposes an automated and comprehensive framework for identifying informative 
information related to public health emergencies on social media. First, we extract traditional statistical 
features, encompassing linguistic, numeric, punctuation, and source-based attributes. Second, we 

Table 9. Examples of text content corresponding to three types of affective values

Instance Text content Emotion 
classification Is informative text

1 Today it has been raining non-stop COVID - 19 outbreak... 
I feel at a loss... Negative No

2

Trends of COVID-19 in Singapore (as of 21:00 on February 
15), 5 new cases were confirmed, bringing the total number 
of confirmed cases to 72. # Singapore COVI -19 Pneumonia 
Vaccine Update # (as of February 15, 21:00)

Neutral Yes

3 The dawn of the east, Modao Jun early. People are not old, 
scenery here alone. Come on, hang in there. Victory is in sight. Positive No

Table 10. Emotion proportion of different information categories

Information type Neutral Positive Negative

All samples(12600) 4,032 6,048 2,520

Informative sample(2863) 1988 693 182

Non-Informative sample(9373) 2044 5,355 2338
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introduce a category-based LDA2vec model to extract topic features, suitable for unbalanced data 
sets. Finally, we propose an FSVM model based on the Mahalanobis distance kernel as a classifier to 
identify informative information. To evaluate our framework, we leverage two data sets and compare 
our model with several baselines. Experimental results demonstrate a significant improvement in the 
classification accuracy of informative and non-informative information, achieving an F1-score of 81% 
on balanced data sets and 91% on unbalanced data sets. Additionally, an analysis of the emotional 
tendencies of informative information reveals clear emotional clustering, indicating a distinct 
classification effect. Future work could involve expanding the framework to handle more complex 
and nuanced information, such as identifying misinformation or disinformation related to public 
health emergencies. Additionally, incorporating other types of data sources, such as images, videos, 
and audio clips, could provide richer context and improve the accuracy of information classification, 
especially in social media platforms where multimedia content is prevalent.
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