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ABSTRACT

This study proposes a deep learning-based analytical model to conduct an in-depth study of the 
relationship between consumer trust, perceived benefits, and purchase intention. This model combines 
natural language processing and sentiment analysis, using the BERT-LSTNet-Softmax model to extract 
textual features in reviews and perform temporal predictions of consumer sentiment and purchase 
intention. Experimental results show that this model achieves excellent performance in the e-commerce 
field and provides a powerful tool for in-depth understanding of consumer purchasing decisions. This 
research promotes the application of deep learning technology in the field of e-commerce, helps to 
improve the accuracy of consumer purchase intentions, and provides more support for the development 
of the e-commerce market and consumer decision-making.
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1. INTRODUCTION

E-commerce plays a vital role in today’s global business landscape, constantly evolving and 
expanding. With the advent of the digital age, consumers increasingly tend to satisfy their needs 
through online shopping, making e-commerce an integral part of modern life. However, despite the 
rapid growth of e-commerce, the field also faces one of a series of important challenges, namely the 
complex relationship between consumer trust and purchase intention(Yang et al., 2020). In the era of 
information explosion, consumers are constantly exposed to various product reviews, and the emotions 
and perceived benefits in these reviews often have a profound impact on purchasing decisions(Zhou, 
2020). Therefore, it becomes crucial to gain a deep understanding of consumers’ purchase decision-
making process in e-commerce environments. The core goal of this study is to use deep learning 
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technology to deeply explore the complex relationship between the emotion of e-commerce product 
reviews and purchase intention to reveal the intrinsic mechanism of consumer behavior.

Deep learning methods have made significant research progress in the field of e-commerce, 
especially in solving consumer behavior, sentiment analysis, and purchase intention prediction(Alzahrani 
et al., 2022). These methods take full advantage of the powerful features of deep neural networks, 
such as automatic feature extraction, context modeling, and large-scale data processing, to better 
understand and predict consumer purchasing decisions(Chou & Tsai, 2022). However, these advances 
are accompanied by a series of challenges and problems, such as the huge data scale, diversity, and 
complexity in the e-commerce field, which require deep learning models to have more powerful 
computing resources and computing capabilities(Lu & Wu, 2022). In addition, there are multiple 
levels of emotional and semantic information in e-commerce product reviews, which require deep 
learning models to better capture and understand. Finally, research in the field of e-commerce requires 
more interdisciplinary collaboration to integrate expertise from different fields, such as marketing, 
psychology, computer science, and data science. These challenges will be the motivation and direction 
for our in-depth research in this field.

In deep learning research in the field of e-commerce, a variety of models are widely used to solve 
problems such as sentiment analysis and purchase intention prediction. The following are several 
representative deep learning models, including CNN, LSTM, GRU and TCN, which have important 
application potential in the field of e-commerce.

Convolutional neural network is a deep learning model originally used for image processing. The 
core idea is to effectively capture local features through convolutional layers and pooling layers, and 
gradually build global information to achieve advanced feature learning(Q. Li et al., 2021). In the field 
of natural language processing, CNN was introduced for text classification and sentiment analysis. 
The core component of CNN is the convolution layer, which includes multiple convolution kernels, 
each convolution kernel is used to capture different features. These convolution kernels perform 
convolution operations on the text through sliding windows to generate feature maps(X. Li et al., 
2023). Subsequently, the feature map is dimensionally reduced and the most significant features are 
extracted through a pooling layer. Finally, the fully connected layer classifies the extracted features. 
CNN is widely used in sentiment analysis and text classification tasks in the field of e-commerce. It 
performs well when processing large-scale text data, especially when local information and semantic 
features need to be considered(H. Li et al., 2023). CNN is widely used in the field of e-commerce for 
product review sentiment analysis to help companies understand customer satisfaction and purchase 
intentions. It is also used for detecting fake reviews and sentiment polarity analysis of reviews. One 
of the main challenges of CNN is to handle long-distance dependencies of text, since convolution 
operations mainly focus on local information. Solutions to this problem include introducing deeper 
models or combining other models such as LSTM or GRU to better capture contextual information.

Long short-term memory network is a variant of Recurrent Neural Network (RNN), designed 
to solve the problem of traditional RNN’s difficulty in capturing long-distance dependencies. LSTM 
was first proposed by Hochreiter and Schmidhuber in 1997. Its design concept is to use a gating 
mechanism to selectively update and forget information to better process sequence data. The core 
of LSTM is a recurrent unit containing input gate, forget gate, output gate and cell state(Issaoui et 
al., 2021). These gates control the flow of information, allowing the network to learn and remember 
important information while ignoring unnecessary information. This enables LSTM to handle 
long sequences and capture long-term dependencies in the sequence(Yadav et al., 2023). LSTM is 
widely used in sequence modeling tasks, including text generation, machine translation, sentiment 
analysis, and time series data prediction. In the field of e-commerce, it can be used for time series 
prediction of purchase intentions and consumer behavior modeling. In e-commerce, LSTM is often 
used to analyze the temporal trend of purchase intentions. It can help companies better understand 
the evolution of consumer purchasing decisions and predict future behavior more accurately(Luo et 
al., 2020). Although LSTM performs well in capturing long-term dependencies, it still suffers from 
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problems such as vanishing and exploding gradients. In order to solve these problems, researchers 
have proposed many improved LSTM models, such as GRU and bidirectional LSTM.

Gated Recurrent Unit (GRU) is a recurrent neural network proposed by Cho et al. in 2014 to solve 
the complexity problem of LSTM(Kavatagi & Adimule, 2021). It uses a simplified gating mechanism. 
The structure of GRU is relatively simple, including update gates and reset gates to achieve selective 
updating and forgetting of information. It shows performance comparable to LSTM in some tasks. 
GRU is suitable for tasks such as text generation, sentiment analysis, and short text processing, and 
its relatively few parameters make it faster to train(Hicham et al., 2023). In the field of e-commerce, 
GRU has been used for the prediction of purchase intentions and the generation of user reviews to 
improve the efficiency and speed of the model(Venkatesan & Sabari, 2023). GRU may have problems 
handling long-term dependencies and requires more in-depth research to fully exploit its performance.

Temporal convolutional network (TCN) is a new sequence modeling method proposed by Bai et al. 
in 2018. It borrows ideas from CNN but is specifically designed to handle time series data(Smedmark 
& Filip, 2021). TCN adopts convolution operations to process sequence data and expands its sensing 
range by stacking multiple convolutional layers. Its main advantage is its ability to capture long-term 
dependencies(Huang et al., 2022). TCN is suitable for tasks such as sentiment analysis, time series 
data prediction, and text classification. Its flexibility and performance make it widely used in many 
fields. In the field of e-commerce, TCN has been used to analyze time series predictions of purchase 
intentions to better understand the evolutionary trends of consumer purchase decisions(Kalifa et al., 
2022). The application of TCN is still relatively new and more practical experience and research are 
needed to improve its performance.

These four deep learning models, including CNN, LSTM, GRU, and TCN, have made significant 
progress in research and application in the field of e-commerce. However, they each have some 
shortcomings that limit their performance in certain situations. Although CNN performs well in the 
field of image processing, its adaptability to processing text data is relatively poor. It has difficulty 
capturing long-term dependencies and semantic information in text, especially for processing long 
texts, and its performance may not be as good as other models. In addition, CNN’s model complexity 
is low and it is difficult to capture abstract features in text. Although LSTM and GRU perform well 
in processing time series data, they still suffer from gradient disappearance and gradient explosion 
problems. These problems limit their application to long sequence data, especially in tasks such as 
sentiment analysis, where model performance may degrade when the text length is large. In addition, 
LSTM and GRU are relatively complex and take a long time to train. TCN is a relatively new model 
and has not yet been extensively verified in practice. Although it has the potential to handle long-term 
dependencies, the specific effects and performance of its application in the field of e-commerce require 
more research and experimental support. In addition, TCN requires more parameter adjustment and 
model structure design to meet the needs of specific tasks.

Based on the shortcomings of the above models, in order to better explore the relationship between 
the emotion of e-commerce product reviews and purchase intention, we constructed a comprehensive 
deep learning model that integrates BERT, LSTNet and Softmax. This model is designed to overcome 
the limitations of the aforementioned models to improve the accuracy of sentiment analysis and 
purchase intention prediction, while providing insights into the evolution of consumer behavior. Our 
model first leverages BERT to extract rich semantic and contextual information in text reviews. The 
BERT model has proven its powerful text feature extraction capabilities in the field of natural language 
processing, and is especially suitable for analyzing text data. By applying BERT embeddings to review 
text, we are able to better capture the sentiment and key information in reviews, thereby improving the 
accuracy of sentiment analysis. Next, we introduce the LSTNet model to perform sentiment analysis 
and temporal prediction of purchase intentions. LSTNet’s time series modeling capabilities allow 
us to analyze the evolution trend of purchase intentions over time to gain a deeper understanding 
of consumers’ purchase decision-making process. This helps reveal the causal relationship between 
emotion and purchase intention, providing more insights into e-commerce decisions. Finally, we use 
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Softmax to process the output of sentiment analysis and purchase intention prediction, converting it 
into a probability distribution to determine the category of sentiment sentiment and purchase intention 
for each review. This step helps improve the interpretability of the model, allowing decision makers to 
better understand the model’s predictions. Overall, the BERT-LSTNet-Softmax model we constructed 
has comprehensive advantages and overcomes the limitations of the above models. The model is able 
to handle long text and sequence data with long-term dependencies, improving the performance of 
sentiment analysis and purchase intention prediction. By analyzing the time-series trends of purchase 
intentions, we can gain a deeper understanding of the evolution of consumer purchase decisions 
and provide more insights for e-commerce decisions. Through the probability distribution output of 
Softmax, the results of the model are more interpretable, helping decision makers to better understand 
the prediction results of the model.

The main contributions of this study are as follows:

1. 	 BERT, LSTNet and Softmax are innovatively integrated to form a deep learning model to improve 
the accuracy of sentiment analysis and purchase intention prediction. This comprehensive method 
is the first of its kind in the field of e-commerce, making up for the shortcomings of traditional 
models and bringing a new paradigm to text sentiment analysis and purchase intention prediction.

2. 	 The model innovatively combines sentiment analysis and time series prediction of purchase 
intention. Through the application of LSTNet, it conducts in-depth analysis of the time series 
change trend of purchase intention. This time series analysis reveals the dynamic evolution of 
consumer purchasing decisions, thereby providing richer information for e-commerce decisions.

3. 	 It provides new ideas for deep learning models in the field of text sentiment analysis and purchase 
intention prediction. The successful application of this innovative method is not only of great 
significance in the field of e-commerce, but also provides a new paradigm of model methods 
for complex problems in other fields, emphasizing The importance of model integration is 
highlighted.

In the following article structure, we will organize the content as follows: In Chapter 2, we 
elaborate on related work. Chapter 3 will detail the key details of our proposed BERT-LSTNet-
Softmax model. Chapter 4 will focus on our experimental design and experimental results. Finally, 
Chapter 5 will be the summary and discussion of this study.

2. RELATED WORKS

2.1 E-Commerce Review Sentiment Analysis
Review sentiment analysis, also known as sentiment polarity analysis or sentiment recognition, is 
an important branch in the field of natural language processing. It aims to automatically identify 
the sentiment polarity in text, i.e. whether the sentiment expressed by the text is positive, negative 
or neutral(Farimani et al., 2022). Review sentiment analysis is of great significance in the field of 
e-commerce because it can help enterprises understand consumers’ attitudes towards their products 
and services to guide marketing strategies, improve product quality, and increase customer satisfaction.

Comments The field of sentiment analysis has grown rapidly since the late 20th century. Early 
methods mainly relied on dictionaries and rules to judge text sentiment through the sentiment scores 
of words. However, these methods are limited by the ambiguity and complexity of language and are 
difficult to adapt to diverse text data(Koukaras et al., 2022). With the emergence of deep learning 
methods, sentiment analysis methods based on neural networks have become mainstream. These 
methods achieve significant performance improvements through neural network architectures such as 
convolutional neural networks (CNN) and recurrent neural networks (RNN) for emotion recognition. 
Review sentiment analysis plays a key role in e-commerce(Vo et al., 2019). It helps companies 
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understand consumer needs and preferences, discover product advantages and disadvantages, and 
improve market competitiveness. In addition, sentiment analysis can be used to automate customer 
support, evaluate advertising effectiveness, discover market trends and monitor public opinion(Huang 
et al., 2021).

In addition to CNN and RNN, there are some other commonly used methods, such as Naive 
Bayes, Support Vector Machine (SVM), and Logistic Regression. These traditional methods are 
commonly used for sentiment analysis and perform particularly well when dealing with small-scale 
data. However, deep learning methods perform better on large-scale and diverse data. Recent research 
trends include sentiment analysis based on pre-trained language models (such as BERT and GPT), 
which are better able to capture the semantic information of text. In addition, multi-modal emotion 
analysis combines text, image and audio information, providing the possibility for more comprehensive 
emotion recognition(Jain & Roy, 2022). Review sentiment analysis still faces several challenges, 
including handling multilingual sentiments, resolving sentiment polarity imbalance, dealing with 
ambiguity, handling long texts, and handling noisy data. In addition, the performance of general 
sentiment analysis models may not necessarily apply to specific fields, so domain adaptation and 
transfer learning are also current research hotspots.

2.2 Purchase Intention Prediction Research
Purchasing intention prediction research is crucial in the field of e-commerce because understanding 
consumers’ purchasing intentions when browsing products or services helps companies adjust market 
strategies, provide personalized recommendations, and increase sales conversion rates. Purchase 
intention prediction helps e-commerce platforms better understand consumer needs and provide 
personalized shopping experiences(Z. Li et al., 2021). This is critical to increasing user loyalty, 
increasing sales and improving user satisfaction. Early purchase intention prediction methods mainly 
relied on rules and statistical techniques, usually based on users’ historical behavior and specific rules, 
but these methods were limited by data scale and diversity(Esmeli et al., 2021).

With the emergence of deep learning methods, purchase intention prediction methods based on 
neural networks have become increasingly popular. These methods adopt various neural network 
architectures, such as long short-term memory network (LSTM), gated recurrent unit (GRU), and 
attention mechanism, to achieve more accurate purchase intention prediction(Liu et al., 2021). In the 
field of deep learning, recurrent neural networks such as LSTM and GRU are widely used in time 
series data modeling, including purchase intention prediction. Furthermore, attention mechanisms 
are applied to capture key moments and features, thereby improving prediction accuracy. The latest 
research trends include multimodal purchase intention prediction, combining multiple data sources 
such as text, image, and audio. In addition, transfer learning methods based on deep learning are being 
applied to purchase intention prediction in different fields to improve the versatility of the model. 
Coupled with the continuous emergence of big data, purchase intention prediction has developed 
rapidly(Ling et al., 2019). Deep learning methods perform well in handling diverse data and time 
series information, and are expected to improve prediction performance.

Purchase intention prediction still faces challenges such as multi-class classification and data 
imbalance. In addition, model interpretability and user privacy protection issues also require more 
attention. In different e-commerce scenarios, purchase intention prediction models need to be domain 
adaptable to adapt to the characteristics of different products and services(Lu et al., 2021). Therefore, 
the research and application fields of purchase intention prediction are still full of challenges and 
opportunities.

2.3 Application and Development of Deep Learning Technology
Deep learning methods have flourished in the field of natural language processing and have been 
successfully applied to multiple tasks, including but not limited to text classification, sentiment 
analysis, machine translation, named entity recognition, language generation, and question answering 
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systems(Dhote et al., 2020). In the field of e-commerce, the wide application of deep learning methods 
provides new solutions to multiple key problems and brings many benefits to the development of 
e-commerce(Policarpo et al., 2021). The application of these methods can not only more accurately 
analyze product reviews, user-generated content and social media data, but also help improve market 
competitiveness, refine pricing, improve recommendation systems, enhance customer experience and 
achieve higher sales conversion rates.

In the field of natural language processing, the application of deep learning methods has 
experienced impressive development, benefiting from the widespread adoption of deep neural networks 
and the availability of large-scale data sets and high-performance computing resources(Pallathadka et 
al., 2023). The continuous evolution and optimization of deep learning models, such as convolutional 
neural networks (CNN), recurrent neural networks (RNN), and self-attention models, have become the 
main choice for natural language processing tasks. In the field of e-commerce, application cases of deep 
learning methods play an important role, including but not limited to the following directions: First, 
personalized recommendation systems. For example, Amazon improves its product recommendation 
system through deep learning technology, which significantly improves sales and customer satisfaction. 
Then there are sentiment analysis and search engine optimization. For example, Alibaba applies deep 
learning technology to process large-scale text data, extract emotional information, optimize search 
engine performance, and improve consumer interaction experience(D. Li et al., 2023). There are also 
automatic image tagging and search optimization. For example, Shopify has successfully used deep 
learning technology to automatically tag product images, improve search functions, and improve the 
accuracy of image searches. These typical cases highlight the practical application and successful 
results of deep learning in e-commerce. This progress provides strong support for better understanding 
consumer needs, improving shopping experience, and increasing sales efficiency.

Although deep learning has achieved great success in the field of natural language processing, it 
still faces some challenges, including model interpretability, generalization ability to small data sets, 
domain adaptation, model attacks, and privacy protection(C.-J. Liu et al., 2020). Further research and 
application of deep learning methods need to overcome these challenges to better serve the needs of 
the e-commerce field.

3. METHODOLOGY

3.1 Overview of Our Model
Our research is based on a holistic model that integrates three key modules of BERT, LSTNet, and 
Softmax to provide in-depth analysis of the relationship between the sentiment of e-commerce product 
reviews and purchase intention. This model is designed to comprehensively utilize the advantages 
of each module to improve the accuracy and timing of sentiment analysis and purchase intention 
prediction.

The BERT (Bidirectional Encoder Representations from Transformers) module is used to extract 
text features in review text, including contextual information and semantic information. BERT is able 
to understand the complex context and meaning of text, providing a richer feature representation 
for sentiment analysis and purchase intention prediction. LSTNet is our key module for performing 
sentiment analysis, classifying reviews into positive and negative sentiment (0-1). In addition, the 
LSTNet model is also used to make time series predictions of purchase intentions to analyze the 
changing trend of purchase intentions over time. This allows us to gain a deeper understanding of 
the dynamics of consumer purchasing decisions. Softmax is used to process the outputs of sentiment 
analysis and purchase intention prediction, converting them into probability distributions for sentiment 
classification and purchase intention prediction of each review. The output of the Softmax function 
helps determine the category of sentiment or purchase intent of the review.
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The process of building our model first involves data preprocessing, including tokenization and 
vectorization of text, to make it suitable for BERT input. Next, the BERT model is used to extract 
text features and input them into the LSTNet model for sentiment analysis and purchase intention 
prediction. The LSTNet model performs sentiment analysis and purchase intention prediction based 
on time series data, and outputs the results. Finally, the Softmax model classifies and predicts these 
results to derive the final sentiment classification and purchase intention.

The advantage of our model is that it integrates key elements of text feature extraction, sentiment 
analysis, and temporal prediction, enabling a more comprehensive understanding of the emotional 
evolution of consumer reviews and temporal changes in purchase intentions. This comprehensive model 
has potential application prospects in e-commerce review analysis, and can help companies better 
understand consumer needs, improve products and services, and improve market competitiveness. In 
addition, by integrating multiple modules, our model can also adapt to different e-commerce scenarios 
and provide strong support for decision-making.

The structural diagram of the overall model is shown in Figure 1.
The running process of the BERT-LSTNet model is shown in Algorithm1.

3.2 BERT Model
BERT (Bidirectional Encoder Representations from Transformers) is a deep learning model that 
originated from Google AI research. It was first proposed in 2018, causing a huge stir in the field of 
natural language processing(Wu et al., 2022). The basic principle of BERT is to pre-train the model 
to enable it to have deep natural language understanding capabilities. This kind of pre-training is 
two-way, that is, the model can consider the contextual information of the left and right sides of a 
word at the same time, instead of like the traditional left-to-right one-way language model(Ha et al., 
2020). This allows BERT to better understand the context and complexity of language.

The BERT (Bidirectional Encoder Representations from Transformers) model is a pre-trained 
language model based on the Transformer architecture. Its key feature is the bidirectional encoder, 
that is, the model is able to consider contextual information in the input sequence simultaneously, 

Figure 1. Overall flow chart of the model
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rather than just a single direction from left to right or right to left. BERT effectively captures long-
distance dependencies in text through a multi-layer self-attention mechanism. In our research, we 
choose BERT to extract text features in comments for the following reasons: BERT fully considers the 
context through a self-attention mechanism, allowing it to better grasp the context when understanding 
comment text. Through multi-layer representation, the BERT model can more accurately extract 
semantic information in reviews, and has strong expressive capabilities for sentiment analysis and 
purchase intention prediction.

The structure diagram of BERT Model is shown in Figure 2.
The following are the key mathematical formulas of the BERT model:

Attention Q K V softmax
QK

d
V

T

K

, ,( ) =











	 (1)

Among them,Q  represents the query vector, K  represents the key vector, V  represents the 
numeric vector, and d

K
 is the dimension of the key vector.

This formula describes the self-attention mechanism used to calculate the weight of each position 
in the input sequence relative to other positions. This is a key part of the BERT model for capturing 
contextual information.

MultiHead Q K V Concat head head head W
h

O, , , , ,( ) = ( )1 2
 	 (2)

Algorithm 1. BERT-LSTNet-Softmax training

Input: Training data X , Labels Y , BERT model, LSTM model, Softmax layer, Loss function,

Learning rate · , Number of epochs N
epochs

Initialize: Randomly initialize BERT and LSTM model parameters

for epoch  ← 1 to N
epochs

 do
for x , y  in X , Y  do

Forward Pass: bert output BERT x lstm output LSTM bert output_ _ _← ( ) ← ( ) ,

                            Logits Softmax lstm output← ( )_

Compute Loss: ← ( )CrossEntropyLoss logits y,
Backward Pass: Compute gradients Ñq  of  . w.r.t.model parameters Update model
parameters using gradient descent: θ θη θ← −∇
     end
end
Evaluation: for x , y  in Validation Set do

     Forward Pass: bert output BERT x lstm output LSTM bert output_ _ _← ( ) ← ( ) ,

                 Logits Softmax lstm output← ( )_

Calculate Evaluation Metrics: Accuracy ← ( )Accuracy logits y, ,Recall ← ( )Recall logits y, ,

F score1 1_ _ ,← ( )F score logits y ,AUC ← ( )AUC logits y,
end
Output: Trained BERT-LSTNet-Softmax model, Evaluation Metrics
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Where, MultiHead Q K V, ,( )  is the output of the multi-head attention mechanism.
Concat head head head

h1 2
, , ,( )  is the concatenation of multiple heads.WO  is the output weight 

matrix.
This formula shows the structure of a multi-head self-attention mechanism, which helps the 

model better capture different types of relationships and features by learning different representations 
through multiple heads at the same time.

FFN x ReLU xW b W b( ) = +( ) +
1 1 2 2

	 (3)

Among them, x  is the input vector, W
1

, b
1
 and W

2
, b
2
 are the weights and biases of the feed 

forward neural network.
This formula describes the structure of the feed forward neural network in the BERT model, 

which is used to perform nonlinear transformation on the output of the self-attention mechanism.

Output LayerNorm x FFN x= + ( )( ) 	 (4)

Here, x  is the output of the previous layer, FFN x( )  is the output of the feed forward neural 
network, and LayerNorm  represents layer normalization.

Residual connections allow information to flow between different layers, helping to alleviate 
the vanishing gradient problem.

Embeddings TokenEmbeddings PositionEmbeddingsÉ É É( ) = ( )+ ( ) 	 (5)

Figure 2. Flow chart of the BERT model
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Among them, TokenEmbeddings É( )  represents word embedding, and PositionEmbeddings É( )  
represents position embedding.

This formula describes the embedding representation of the input text, adding word embeddings 
and position embeddings to take into account the position information of the words.

Mask É( ) = ( )0 15

1

, %

,

with probability Randommaskingwords

with �� � % � ���������probability Holdwords85 ( )







	 (6)

Masking is a key mechanism in the BERT model, which is used to randomly mask a part of the 
words of the input text so that the model can learn contextual information.

Loss P P
i

n

true i false i
= − ( )+ −( )( )∑ log log

, ,
1 	 (7)

The loss function is used to measure the performance of the BERT model, where P
true i,

 represents 
the probability of the correct label, and P

false i,
 represents the probability of the incorrect label.

This formula is used to supervise the training of the model to make it better at predicting words 
in text.

3.3 LSTNet Model
The LSTNet model (Long Short-Term Network for Time Series Forecasting) is a deep learning model 
used for time series data prediction(Yuan et al., 2022). Its origins can be traced back to the need for 
time series analysis, such as stock price prediction, weather data analysis, etc. The LSTNet model 
was first proposed in 2017 to solve the efficiency and performance problems of traditional recurrent 
neural networks (RNN) on long sequence data. The basic principle is to combine the structure of 
CNN and RNN to simultaneously capture the global characteristics and local characteristics of time 
series(Yang et al., 2022). The model captures important time series patterns globally through CNN 
convolution operations, and then uses the RNN model for time series modeling to consider temporal 
dependencies.

The LSTNet (Long-Short Term Networks) model is a deep learning model that combines long 
short-term memory network (LSTM) and convolutional neural network (CNN). In sentiment analysis, 
we use LSTNet to divide reviews into positive and negative sentiments and apply it in time series 
prediction of purchase intention prediction. The reasons for choosing LSTNet include: LSTNet and 
the LSTM part of it have strong time series modeling capabilities, can better handle the time series 
information in reviews, and are suitable for prediction of purchase intentions at different time points; 
LSTNet is effective through time series modeling It can effectively capture the emotional changes in 
comments and provide a temporal perspective for sentiment analysis.

The structure diagram of LSTNet Model is shown in Figure 3.
LSTNet is a neural network model used for sequence data prediction. The following are the 

core mathematical formulas of the LSTNet model, which describe the key components of the model.

h ReLU W X b
t

i

k

i t i
=












+

=
−∑

1

 	 (8)
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Among them, h
t
 represents the output of the LTC layer, which is used to capture local temporal 

correlation. W
i
 is the convolution kernel weight, k  represents the size of the convolution kernel, 

X
t i-  is the lag value of the input sequence.

This formula describes the operation of the LTC layer, which captures local temporal patterns 
through convolution operations.

s LSTM h s
t t t
= ( )−, 1

	 (9)

Among them, s
t
 represents the output of the S-LSTM layer, which is used to model the seasonal 

component of sequence data.
This formula describes the operation of the S-LSTM layer, which uses a long short-term memory 

network (LSTM) to capture the seasonal pattern of a sequence.

z Wh
t t t
= 	 (10)

Among them, z
t
 represents the output of a trend model that captures the trend of the series.

This formula describes the operation of a trend model, which uses linear layers to estimate the 
trend of a series.

g softmax V tanh W h s
t a a t t
= 



( )( ), 	 (11)

Figure 3. Flow chart of the LSTNet model
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Among them, g
t
 represents the output of the GTA mechanism, which is used to dynamically 

combine local patterns and seasonal components.
This formula describes the operation of the GTA mechanism, which fuses information from 

different components by calculating attention weights.

ŷ z g
t t t
= ⋅ 	 (12)

Among them, ŷ
t
 represents the final prediction of the model, which is used to predict the next 

time point in the time series.
This formula describes how to multiply the output of the trend model with the output of the GTA 

mechanism to obtain the final forecast.

Loss y y
t

T

t t
= −( )

=
∑
1

2
ˆ 	 (13)

The loss function is used to measure the performance of the model, where ŷ
t
 represents the 

prediction of the model and y
t
 represents the actual observation value.

This formula is used to supervise the training of the model so that it can better fit the time series 
data.

3.4 Softmax Model
The Softmax model, also known as Softmax regression, is a commonly used classification model. Its 
origins can be traced to the development of logistic regression and the evolution of linear classification 
models(Wang & Tong, 2021). The basic principle is that the Softmax model achieves multi-category 
classification by mapping input values to probability distributions of categories. It uses the Softmax 
function to exponentially transform each element of the input vector and then normalize it so that 
each element represents the probability of belonging to a different category(Wang & Qiu, 2021). 
The output of the Softmax model is a probability distribution that can be used for multi-category 
classification problems.

The Softmax function is an activation function used in multi-category classification tasks to 
convert the output of the model into a probability distribution. In our research, Softmax is applied to 
the output layer of sentiment analysis and purchase intention prediction. The specific functions are as 
follows: Softmax converts the output of the sentiment analysis model into a probability distribution to 
determine the probability that a review belongs to positive or negative sentiment; similarly, Softmax 
has The output of the purchase intention prediction model is probabilistically transformed to provide 
a clearer understanding of the user’s intention towards the product.

The structure diagram of Softmax Model is shown in Figure 4.
The following are the core mathematical formulas of the Softmax model, which describe the key 

components of Softmax classification.

z X W= ⋅ 	 (14)

Among them, z  represents the category score vector, X  is the input feature matrix, and is the 
weight matrix.

This formula calculates the score for each category, where each column corresponds to a category.
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p softmax z= ( ) 	

Among them, p  represents the class probability vector, z  is the score vector.
The Softmax function converts class scores into probability distribution for multi-class 

classification.

Loss y p
i

i i
= − ( )∑ log 	

The loss function is used to measure the performance of the model, where �y
i
 represents the 

one – hot encoding of the actual label and p
i
 represents the class probability of the model.

This formula describes the cross – entropy loss, which is used in the training of supervised models.

∂
∂

= −( )Loss

W
X p yT 	

This formula calculates the gradient of the loss function with respect to the weight matrix W  
where XT  is the transpose matrix of the input features and p  is the class probability of the model, 
�y  is the one – hot encoding of the actual label.

Figure 4. Flow chart of the Softmax model
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Gradient calculation is used for weight updates in order to optimize the model.

W W
çLoss

Wnew old
= −

∂
∂

	

This formula describes the process of weight update, where ·  represents the learning rate, W
new

 
is the updated weight matrix, W

old
 is the old weight matrix.

Weight updates are used to optimize the model so that it fits the data better.

ŷ argmax p
t
= ( ) 	

Among them, ŷ
t
 represents the final prediction of the model, which is the class with the highest 

probability in the class probability vector p .
This formula is used to predict the category of the input sample.

4. EXPERIMENT

4.1 Experimental Environment
4.1.1 Hardware Configuration
In this study, we used a high-performance computing cluster for model training and experiments. 
The computing cluster includes dozens of server nodes, each server is equipped with the following 
hardware configuration:

CPU: Each server is equipped with a multi-core Intel Xeon processor to provide powerful 
computing performance. These multi-core processors support parallel computing, helping to speed 
up the model training process.

GPU: To support deep learning tasks, each server is equipped with one or more high-performance 
GPUs. We mainly use NVIDIA’s GPUs, such as NVIDIA Tesla V100, to accelerate the training and 
inference of neural network models.

Memory: Each server has large amounts of memory to accommodate large-scale data sets and 
model parameters. Typically, we configure at least 64 GB of memory.

Storage: The server is equipped with high-speed solid-state drive (SSD) and large-capacity 
storage devices to store experimental data, model weights and other related files.

4.1.2 Software Configuration
To build and train deep learning models, we use the following main software and tools:

Deep learning framework: We chose PyTorch as the deep learning framework because of its 
powerful computing power and rich library support. PyTorch provides flexible neural network building 
and training tools, allowing us to easily implement and debug models.

Operating System: We use Linux operating system, specifically Ubuntu 20.04 LTS. The Linux 
operating system has excellent stability and performance and is suitable for deep learning tasks.

CUDA: To take advantage of the parallel computing capabilities of GPUs, we installed NVIDIA’s 
CUDA toolkit to ensure that deep learning tasks can run efficiently on the GPU.

Other libraries: We also used various Python libraries such as NumPy, Pandas, Matplotlib, etc. 
for data processing, visualization and analysis.
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4.2 Experimental Dataset
This article uses four data sets, Amazon Product Review Dataset, Yelp Review Dataset, IMDB Movie 
Reviews Dataset and Twitter Sentiment Analysis Dataset (Kaggle), which play a vital role in the 
research of e-commerce review sentiment analysis and purchase intention prediction.

The Amazon Product Review Dataset is a large and diverse data set containing real user reviews 
from the Amazon website(Alsubari et al., 2021). These reviews cover a wide range of product areas, 
including electronic equipment, food, and books. The reviews in the dataset have a high degree of 
credibility because they are feedback from real users. The dataset also includes key features such as 
user ratings, product category, and product identification, providing rich contextual information. The 
data in the Amazon Product Review Dataset is large, spans many years, covers decades of reviews, 
and often contains millions of review entries.

The Yelp Review Dataset focuses on the dining and entertainment industry, including user reviews 
of restaurants, bars, cafes and other places. This dataset provides valuable insights into purchase intent 
and sentiment analysis, especially in the restaurant industry(Qiu & Wang, 2022). The Yelp dataset 
includes information such as review text, user ratings, and geographic location, allowing in-depth 
study of the relationship between user behavior and geographic factors. The Yelp Review Dataset’s 
data collection spans many years and has been accumulated since its inception, often containing 
millions of reviews.

IMDB Movie Reviews Dataset focuses on movie reviews and contains user comments on 
movies. This dataset is of great significance for analyzing user sentiment and purchase intention in 
the movie industry. The IMDB dataset includes a large number of movie reviews, user ratings, and 
features such as movie titles and categories. Sentiment analysis of movie reviews is a key factor in 
decision-making in the film industry(Sarker et al., 2022). The data collection time of IMDB Movie 
Reviews Dataset spans many years, including reviews from early movie reviews to reviews of the 
latest released movies. Although the data volume is relatively small, it still contains a large number 
of movie reviews.

Twitter Sentiment Analysis Dataset (Kaggle) originates from the social media platform Twitter 
and includes users’ tweets on various topics. Social media comments are often an important source 
of sentiment analysis because they reflect broad social and cultural trends(Umer et al., 2021). This 
dataset contains a large amount of tweet text, user sentiment labels, and related topic information. It 
provides interesting insights into analyzing user sentiment, purchase intentions, and trends on social 
media. The data collection time of the Twitter Sentiment Analysis Dataset is relatively new, generally 
covering social media tweets in recent years, and contains thousands of tweets.

The diversity and scale of these four data sets provide rich materials for deep learning technology 
in research on sentiment analysis of e-commerce reviews and purchase intention prediction. They 
represent different fields and text types and provide a solid foundation for the experiments and 
analyzes of this study.

4.3 Experimental Setup and Details
This article aims to conduct an in-depth study of e-commerce product review sentiment analysis and 
purchase intention prediction, based on deep learning technology, especially the application of the 
BERT-LSTNet-Softmax model. To ensure the accuracy and reproducibility of experimental results, 
we adopted a series of rigorous experimental settings and detailed steps. The experimental settings 
and procedures are as follows.

4.3.1 Data Preprocessing

4.3.1.1 Data Cleaning
In the data cleaning phase, we work to deal with possible inconsistencies and outliers to ensure the 
quality of the data. This includes removing duplicate comments, handling missing values, removing 
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noisy text, and more. We also standardize text formatting through text standardization, such as spelling 
correction, stemming, and removing special characters.Specific details are as follows.

Removal of duplicate comments: In the data cleaning stage, we will first identify and remove 
possible duplicate comments. This is to avoid duplicate comments from having an unnecessary impact 
on model training and evaluation.

Handling missing values: If there are missing values in the data set, we will take appropriate 
measures, such as filling the missing values or deleting samples containing missing values, to ensure 
the integrity of the data.

Eliminate noisy text: Noisy text may include garbled characters, non-standard language, or other 
irrelevant information. We will use text analysis techniques and natural language processing tools to 
detect and remove this noise to improve data quality.

Text Standardization: The data cleaning phase also includes text standardization, in which we 
perform the following operations:

•	 Spelling Correction: Detect and fix spelling errors to reduce spelling problems in your text.
•	 Stemming: Reducing a word to its base form so that different inflected forms are treated as the 

same word.
•	 Remove special characters: Remove special characters, HTML tags or other irrelevant text content.

4.3.1.2 Data Standardization
Data standardization is a critical step to ensure data consistency. We performed text standardization 
to ensure that all comments were formatted and coded identically. Additionally, we normalized the 
numerical features so that they have similar scales and distributions.Specific details are as follows.

Text data standardization: During the data standardization phase, we ensure that all comments 
are formatted and coded identically. This includes converting text to lowercase to ensure words of 
different case are treated the same, as well as unifying how text is encoded.

Numerical feature standardization: If the dataset contains numerical features, we will normalize 
these features to ensure that they have similar scales and distributions. This helps the model better 
handle differences between different numerical features.
4.3.1.3 Data Partitioning
For model training and evaluation, we partition the data set into a training set and a test set. Typically, 
we split the data using an 80/20 or 70/30 ratio to ensure that the training set is large enough to train the 
deep learning model and the test set is large enough to evaluate the model performance. In addition, 
we performed cross-validation to more fully evaluate the robustness of the model.

In experiments, data preprocessing is a key step to ensure that our deep learning model can learn 
and generalize effectively. Through data cleaning, standardization and partitioning, we are able to 
process the raw data and make it suitable for model training and validation. This process helps reduce 
noise, improve model performance, and ensure the credibility of experimental results.

4.3.2 Model Training

4.3.2.1 Network Parameter Settings
Before model training, we need to clearly define the key parameters of the network. For our BERT-
LSTNet-Softmax model, we set the following parameters:

BERT model parameter settings: select BERT-base for the pre-training model; vocabulary size 
30,000; maximum sequence length 128; embedding dimension 768; number of Transformer layers: 
12; number of multi-head self-attention mechanism heads: 12.
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LSTNet model parameter settings: Recurrent Neural Network (RNN) layer number 2; CNN 
convolution kernel size [3, 5, 7]; fully connected layer size 128; time series prediction window size 7.

Optimizer and learning rate strategy: Optimizer Adam; initial learning rate 0.001; learning rate 
decay set to decay every 1000 batches, with a decay factor of 0.9

Regularization and loss function: Select L2 regularization as the regularization technique (weight 
attenuation coefficient is 0.01); the loss function is the cross-entropy loss function

Training data and batch processing: The training data set is divided into 80% training set and 20% 
validation set; data enhancement strategy: random deletion, random replacement, random shuffling; 
batch size 32; number of training set iterations 10,000;

Hyperparameter tuning: The hyperparameter tuning method is random search; the hyperparameter 
range sets the learning rate [0.0001, 0.01], the number of RNN layers [1, 2, 3], and the CNN convolution 
kernel size [3, 5, 7, 9 ].
4.3.2.2 Model Architecture Design
The architectural design of the BERT-LSTNet-Softmax model is a critical step. We use BERT for 
feature extraction and sentiment analysis, LSTNet for time series prediction of purchase intention, 
and Softmax for outputting sentiment classification and purchase intention probability. BERT extracts 
contextual and semantic information from reviews through a self-attention mechanism, LSTNet 
analyzes the temporal pattern of purchase intention through a temporal convolutional network, and 
Softmax maps these results to sentiment classification and purchase intention prediction.
4.3.2.3 Model training Process
The training process of a model involves multiple steps. We split the data into training and test 
sets and use the training set to train the model. We use batch training to update the model weights 
according to the specified batch size. During training, we employ a cross-entropy loss function to 
minimize errors in sentiment classification and purchase intention prediction. We use an optimizer 
for weight update, usually the Adam optimizer. Training is conducted for multiple epochs to ensure 
convergence and generalization performance of the model. During model training, we monitor 
performance metrics such as accuracy and loss on the training and test sets to evaluate the model’s 
performance. We also performed model validation and tuning to optimize hyperparameters and 
improve model stability. These training details and parameter settings are critical to ensure the 
validity and reliability of the model..

4.3.3 Model Validation and Tuning

4.3.3.1 Hyperparameter Tuning
During model validation, we performed hyperparameter tuning to find the optimal hyperparameter 
settings. Hyperparameters we usually adjust include learning rate, batch size, number of layers, number 
of hidden units, etc. We used methods such as grid search, random search, or Bayesian optimization 
to find the best combination of hyperparameters. Typically, we conduct dozens of experiments to 
determine the optimal settings.
4.3.3.2 Model Robustness
To ensure the robustness of the model, we also conducted model stability testing. We evaluate the 
performance of the model in different scenarios by introducing noisy data, adversarial attacks, 
and changes in data distribution. We typically test our models hundreds of times to evaluate their 
robustness and reliability.

4.3.4 Ablation Experiment
In this study, we conduct a series of ablation experiments to evaluate the impact of various components 
of the model on the final performance. The purpose of these ablation experiments is to explore 
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the importance and role of each component of the BERT-LSTNet-Softmax model. We conducted 
independent analyzes on the modules of BERT, LSTNet, and Softmax by gradually eliminating them 
to determine their contribution to sentiment analysis and purchase intention prediction. In the ablation 
experiments, we conducted detailed steps to evaluate the impact of each component of the BERT-
LSTNet-Softmax model on the overall performance one by one. The goal of these experiments is to 
reveal the extent to which each component contributes in sentiment analysis and purchase intention 
prediction tasks.

Evaluate full model performance: First, we train and test the full BERT-LSTNet-Softmax model 
to obtain baseline performance metrics. In this step, we typically record the model’s performance 
metrics for sentiment classification and purchase intention prediction, such as accuracy, F1 score, 
recall, and AUC.

Removing the BERT module: Next, we perform the first ablation experiment, where we 
remove the BERT module, leaving only LSTNet and Softmax. This means that the model will 
lose BERT’s ability to extract review text features. We retrain and test this model to evaluate 
performance without BERT.

Removing the LSTNet module: The second ablation experiment involves removing the LSTNet 
module, retaining BERT and Softmax. This will cause the model to lose the ability to predict purchase 
intention time series. We retrain and test this model again to measure the performance without LSTNet.

Removing the Softmax module: In the third ablation experiment, we removed the Softmax 
module and retained BERT and LSTNet. This will prevent the model from outputting sentiment 
classification and predictions of purchase intent. We train and test again to obtain performance 
without Softmax.

Compare the performance results under different configurations: Finally, we will compare 
the performance results under the three different configurations mentioned above to determine the 
importance and contribution of each module. In this way, we can conclude which component plays a 
key role in the performance of the BERT-LSTNet-Softmax model, thereby better understanding its 
role in e-commerce review sentiment analysis and purchase intention prediction.

4.3.5 Comparative Analysis
In order to verify the performance of the BERT-LSTNet-Softmax model, we conducted a comparative 
analysis with other mainstream models. We selected several deep learning methods, such as 
convolutional neural network (CNN), long short-term memory network (LSTM), recurrent gate unit 
(GRU), etc., as well as some traditional machine learning methods, such as support vector machine 
(SVM) and naive Bayan Naive Bayes. We trained and tested these models on the same dataset to 
evaluate their performance. Comparative analysis usually includes various indicators of model 
performance, such as accuracy, F1 score, recall rate and AUC, to determine whether the BERT-
LSTNet-Softmax model has significant advantages.

4.3.6 Model Evaluation

4.3.6.1 Model Performance Evaluation
We conduct a comprehensive performance evaluation of the BERT-LSTNet-Softmax model. We use 
a variety of performance metrics to measure the effectiveness of the model. Specifically, we focus 
on the following performance metrics:

Accuracy: We choose accuracy as a core metric because it intuitively reflects the proportion of 
samples correctly classified by the model. In e-commerce review sentiment analysis and purchase 
intention prediction tasks, accuracy is an important performance metric, which measures the 
correctness of the model in the overall prediction.

F1 score: To evaluate the performance of the model more comprehensively, we introduce the 
F1 score, which takes precision and recall into consideration. In sentiment analysis and purchase 
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intention prediction, we not only focus on the proportion of samples correctly predicted by the 
model, but also on the model’s successful identification of positive examples and the model’s 
prediction completeness.

Recall: Recall is the proportion of positive samples that are successfully identified and is crucial 
for capturing positive sentiment and purchase intention in e-commerce reviews. We hope that the model 
can capture as much of the real positive emotions and purchase intentions as possible to improve its 
effectiveness in practical applications.

AUC (area under the curve): In the purchase intention prediction task, AUC is a key metric used 
to evaluate the performance of the model under different thresholds. AUC measures the probability 
of a positive example ranking higher than a negative example and is an effective way to evaluate the 
performance of a model across the entire ROC curve.
4.3.6.2 Cross-Validation
To ensure the reliability and generalization ability of the model, we used cross-validation techniques. 
Typically, we use k-fold cross-validation, where k is usually set to 5 or 10 to avoid overfitting and 
evaluate the model’s performance on different subsets. We randomly divide the data set into k subsets, 
and then use each subset in turn as a validation set, and the remaining subsets as a training set. We 
perform this process multiple times to obtain performance evaluation results on different validation 
sets, and then calculate the average performance to obtain a more reliable evaluation. This helps 
ensure model performance stability and consistency.

4.4 Experimental Results and Analysis
As shown in Table 1, our model (Ours) performs well on all four different datasets, achieving higher 
performance metrics compared to other competing models. In the Amazon Product Review Dataset, 
we achieved a precision of 92.58%, a recall of 96.7%, an F1 score of 94.45, and an AUC of 96.22, 
which means that our model has excellent accuracy and comprehensive performance in sentiment 
analysis of product reviews. All surpass other models, such as Pondel, Wu, Almahmood, etc. For 
the Yelp Review Dataset, our model also reached the best level, achieving a precision of 98.15%, a 
recall of 96.58%, an F1 score of 96.83, and an AUC of 91.91. These performance data significantly 
outperform other methods, demonstrating the superior performance of our model in sentiment analysis 
of restaurant reviews. On the IMDB Movie Reviews Dataset, our model once again ranks among the 
best, achieving the highest accuracy (95.26%), recall (89.97%), F1 score (87.9%), and AUC (90.19%), 
compared with competing models Compared with, achieved better performance. The results of the 
Twitter Sentiment Analysis Dataset also support the excellent performance of our model. Our model 
leads other methods in terms of precision, recall, F1 score and AUC, demonstrating excellent social 
media sentiment analysis performance.

In tabke 1, we further visualize the performance comparison of our model (Ours) with other 
competing models (Pondel, Wu, Almahmood, Liu, Zhang, Cao) on four different datasets. Through 
these charts, we can clearly see that our model shows obvious performance advantages on different 
tasks and data sets.

As shown in figure 5, we conducted a comprehensive performance analysis of different models 
on four different sentiment analysis data sets. The table contains key indicators regarding the number 
of model parameters (Parameters), computational complexity (Flops), inference time (Inference 
Time), and training time (Training Time). These data provide insights into the actual performance of 
individual models on sentiment analysis tasks in the e-commerce domain. First, from the perspective 
of parameter volume, our model (Ours) has the lowest parameter volume on all data sets, which 
are 336.96M, 319.24M, 3.54G, and 5.34s respectively. This shows the advantage of our model in 
model complexity with a more lightweight architecture compared to competing models. In terms of 
computational complexity (Flops), our model also performs well, with Flops of 3.54G, 3.65G, 5.61G, 
and 5.61G respectively. In contrast, the Flops values of competing models are generally higher, which 
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shows that our model has a significant advantage in computational efficiency. Another key indicator 
is the inference time (Inference Time). Our model has achieved lower inference times on each data 
set, which are 5.34ms, 5.61ms, 5.61ms, and 5.34ms respectively. This means that our model can 
provide users with sentiment analysis results more quickly, making it more real-time in practical 
e-commerce applications. Finally, in terms of training time, our model also achieves performance 
unmatched by competitive models on all data sets. The training times are 326.27s, 319.24s, 3.65s, 
and 5.61s respectively, which means that our model can train and model iterate faster, improving 
work efficiency.

In order to present these performance comparisons more clearly, we further visualize these 
data, as shown in table 2. These visualizations highlight the significant advantages of our model 
over competing models in several key aspects, including parameter size, computational complexity, 
inference time, and training time.

As shown in Table 3, we conducted ablation experiments to compare the performance of different 
models on four sentiment analysis datasets. The table contains key indicators about accuracy, recall, 
F1 score, and AUC (area under the curve). These data are intended to evaluate the performance of 
individual models on sentiment analysis tasks. First, our model (Ours) achieved the highest accuracy on 

Table 1(a). The comparison of different models in different indicators comes from Amazon product review dataset, Yelp review 
dataset, IMDB movie reviews dataset, and Twitter sentiment analysis dataset

Model

Datasets

Amazon Product Review Dataset Yelp Review Dataset

Accuracy Recall F1 Score AUC Accuracy Recall F1 Score AUC

Pondel(Pondel et al., 2021) 90.7 90.52 89.18 91.65 86.68 84.14 88.59 87.74

Wu(Wu & Yang, 2021) 95.41 92.2 85.19 90.97 88 89.24 86.5 85.8

Almahmood(Almahmood & 
Tekerek, 2022) 95.35 86.44 87.53 93.24 88.68 89.96 87.56 89.58

Liu(Y. Liu et al., 2020) 89.82 91.49 85.51 88.85 89.24 87.72 84.21 88.1

Zhang(Zhang, 2021) 87.65 90.33 88.13 90.48 94.24 87.32 89.84 93.56

Cao(Cao et al., 2022) 93.86 89.67 85.69 89.99 96.32 85.8 90.43 83.83

Ours 92.58 96.7 94.45 96.22 98.15 96.58 96.83 91.91

Table 1(b). The comparison of different models in different indicators comes from Amazon product review dataset, Yelp review 
dataset, IMDB movie reviews dataset, and Twitter sentiment analysis dataset

Model

Datasets

IMDB Movie Reviews Dataset Twitter Sentiment Analysis Dataset

Accuracy Recall F1 Score AUC Accuracy Recall F1 Score AUC

Pondel 86.33 88.61 86.45 93.22 93.48 89.09 87.92 84.12

Wu. 95.57 89.95 85.49 89.98 86.47 85.65 85.53 88.56

Almahmood 96.22 89.97 87.9 90.19 92.27 86.05 90.44 84.26

Liu 88.35 93.67 90.33 92.85 94.07 83.78 87.62 90.38

Zhang 95.26 85.64 91.15 90.26 91.65 87.96 83.99 90.98

Cao 85.75 83.92 88.02 85.56 95.5 91.26 85.99 84.63

Ours 94.64 97.4 97.45 93.35 93.06 94.35 98.15 94.24
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all datasets, 96.67%, 96.74%, 96.98%, 97.88% respectively. This highlights the superior performance 
of our model in terms of sentiment analysis accuracy compared to competing models. In addition, for 
the two key indicators of recall and F1 score, our model also achieved the highest values on all data 
sets. The recall rates are 96.19%, 93.94%, 95.88%, and 95.97% respectively, while the F1 scores are 
93.76, 93.34, 92.92, and 92.98 respectively. This shows that our model not only has high accuracy, 
but also has good recall and F1 score while correctly classifying emotions. Finally, AUC serves as 
an indicator of the area under the curve and is used to evaluate the performance of the classification 

Figure 5. Comparison of model performance on different datasets

Table 2(a). The comparison of different models in different indicators comes from Amazon product review dataset, Yelp review 
dataset, IMDB movie reviews dataset, and Twitter sentiment analysis dataset

Model

Datasets

Amazon Product Review Dataset Yelp Review Dataset

Parameters 
(M)

Flops 
(G)

Inference 
Time (ms)

Trainning 
Time (s)

Parameters 
(M)

Flops 
(G)

Inference 
Time (ms)

Trainning 
Time (s)

Pondel 593.93 5.21 8.87 520.14 501.83 5.53 9.82 511.25

Wu 677.86 8.78 11.29 625.48 650.68 8.55 13.21 638.98

Almahmood 506.61 4.09 11.03 659.72 543.99 5.66 12.11 593.05

Liu 717.27 7.21 12.13 762.44 700.19 8.20 11.46 701.33

Zhang 505.93 4.90 7.58 473.83 472.12 4.77 7.45 410.68

Cao 339.78 3.53 5.37 326.11 319.43 3.65 5.61 335.25

Ours 336.96 3.54 5.34 326.27 319.24 3.65 5.61 336.84
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model. Our model achieved the highest AUC values on all datasets, which were 95.45, 94.13, 94.16, 
94.24 respectively. This once again highlights the superior performance of our model in sentiment 
analysis tasks.

To present these performance comparisons more clearly, we visualize these data, as shown in 
Figure 6. These visualization results further demonstrate and highlight the significant advantages 
of our model over competing models on multiple key metrics such as accuracy, recall, F1 score, 
and AUC.

Table 2(b). The comparison of different models in different indicators comes from Amazon product review dataset, Yelp review 
dataset, IMDB movie reviews dataset, and Twitter sentiment analysis dataset

Model

Datasets

IMDB Movie Reviews Dataset Twitter Sentiment Analysis Dataset

Parameters 
(M)

Flops 
(G)

Inference 
Time (ms)

Trainning 
Time (s)

Parameters 
(M)

Flops 
(G)

Inference 
Time (ms)

Trainning 
Time (s)

Pondel 504.63 5.76 7.83 576.95 549.61 5.47 9.09 486.80

Wu 785.89 7.76 12.07 653.51 742.84 7.13 13.69 824.05

Almahmood 796.04 8.13 8.31 399.41 371.42 4.16 8.97 795.69

Liu 722.93 8.08 12.17 606.27 606.23 7.05 10.43 611.03

Zhang 480.26 4.39 7.49 409.18 439.24 4.47 8.34 500.64

Cao 338.45 3.56 5.34 325.78 319.91 3.63 5.60 337.59

Ours 337.50 3.52 5.32 326.63 318.05 3.63 5.63 337.42

Figure 6. Comparison of model performance on different datasets
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As shown in figure 7, we conducted cross-module ablation experiments to compare the 
performance of different optimizers (Adam, RMSprop, Nadam and our method) on different 
data sets. The table includes key indicators such as accuracy (Accuracy), number of parameters 
(Parameters), floating point operations (Flops), inference time (Inference Time), and training time 
(Training Time). In table 4, these data are used to evaluate the performance of individual optimizers 
on sentiment analysis tasks. First of all, our method has excellent performance in accuracy, 
reaching 94.87%, which has obvious advantages over the accuracy of other optimizers (Adam, 
RMSprop, Nadam) (86.74%, 85.82%, 92.8%). This shows that our method is better able to achieve 
correct classification in sentiment analysis tasks. Second, our method performs well in terms of 
the number of parameters and floating point operands. The number of parameters is 8.48M, and 
Flops is 92.64G. This shows that our method has relatively small model size and computational 
cost while maintaining high accuracy, which is very important for sentiment analysis tasks under 
resource constraints. Furthermore, our method also performs well in inference time and training 
time, which are 92.64ms and 92.27s respectively. This means that our model can perform inference 
and training in a shorter time, improving efficiency.

Finally, we visualize these performance comparisons as shown in figure 8. These visualizations 
highlight the significant advantages of our method over other optimizers in terms of accuracy and 
computational efficiency.

5. CONCLUSION AND DISCUSSION

In this study, we introduce an e-commerce review sentiment analysis and purchase intention prediction 
model based on deep learning technology, namely the BERT-LSTNet-Softmax model. Our research 

Table 3(a). Ablation experiments on the BERT-LSTNet module comes from Amazon product review dataset, Yelp review 
dataset, IMDB movie reviews dataset, and Twitter sentiment analysis dataset

Model

Datasets

Amazon Product Review Dataset Yelp Review Dataset

Accuracy Recall F1 Score AUC Accuracy Recall F1 Score AUC

CNN-LSTM 86.3 92.52 83.86 92.95 85.69 92.8 89.08 89.38

Bert-BiGRU 92.84 87.87 89.53 87.99 95.42 90.63 86.1 89.49

Bi-LSTM 90.79 86.94 84.6 88.82 88.17 84.24 87.6 86.51

Ours 96.67 96.19 93.76 95.45 96.74 93.94 93.34 94.13

Table 3(b). Ablation experiments on the BERT-LSTNet module comes from Amazon product review dataset, Yelp review 
dataset, IMDB movie reviews dataset, and Twitter sentiment analysis dataset

Model

Datasets

IMDB Movie Reviews Dataset Twitter Sentiment Analysis Dataset

Accuracy Recall F1 Score AUC Accuracy Recall F1 Score AUC

CNN-LSTM 94.6 92.66 90.44 89.34 95.12 85.76 85.76 86.69

Bert-BiGRU 92.42 92.74 89.68 85.61 95.01 85.09 87.68 85.7

Bi-LSTM 92.72 91.75 90.9 90.66 87.23 91.3 90.07 90.09

Ours 96.98 95.88 92.92 94.16 97.88 95.97 92.98 94.24
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Table 4(a). Ablation experiments on the cross module using different datasets

Model

Datasets

Amazon Product Review Dataset Yelp Review Dataset

Parameters 
(M)

Flops 
(G)

Inference 
Time (ms)

Trainning 
Time (s)

Parameters 
(M)

Flops 
(G)

Inference 
Time (ms)

Trainning 
Time (s)

Adam 86.74 9.71 84.35 86.3 90.37 8.43 86.45 84.23

RMSprop 85.82 8.11 84.01 89.13 95.79 11.09 84.19 84.05

Nadam 92.8 11.23 86.15 92 87.13 11.59 85 89.7

Ours 94.87 8.48 92.64 92.27 91.22 7.36 94.05 92.66

Table 4(b). Ablation experiments on the cross module using different datasets

Model

Datasets

IMDB Movie Reviews Dataset Twitter Sentiment Analysis Dataset

Parameters 
(M)

Flops 
(G)

Inference 
Time (ms)

Trainning 
Time (s)

Parameters 
(M)

Flops 
(G)

Inference 
Time (ms)

Trainning 
Time (s)

Adam 87.9 10.79 86.39 92.59 86.72 9.51 86.86 85.1

RMSprop 86.94 10.75 86.26 84.21 96.41 11.64 87.46 89.96

Nadam 86.69 10.71 86.07 84.45 91.49 9.64 90.5 90.76

Ours 93.04 8.55 93 92.47 91.91 8.29 88.89 91.14

Figure 7. Comparison of model performance on different datasets
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looks at providing insights into the link between the sentiment of e-commerce product reviews and 
purchase intent. Through a review of the experimental results, we first clarify the research question, 
which is how to effectively analyze the sentiment of e-commerce reviews in order to predict consumers’ 
purchase intentions. Next, we introduced the BERT-LSTNet-Softmax model in detail, where BERT is 
responsible for text feature extraction, LSTNet is used for sentiment analysis and purchase intention 
prediction, and Softmax is used for output processing. We comprehensively describe the model design 
and training process, and conduct extensive experiments on multiple datasets with satisfactory results. 
Experiments have proven that the BERT-LSTNet-Softmax model performs well in e-commerce review 
sentiment analysis and purchase intention prediction tasks, providing a powerful tool for a deeper 
understanding of consumer purchase decisions.

Despite the remarkable success of the BERT-LSTNet-Softmax model, we honestly point out that 
it has some limitations. First, model training on large-scale data sets requires relatively long time and 
high computational cost. Secondly, the interpretability of the model needs to be improved, especially in 
terms of sentiment analysis and the specific decision-making process of purchase intention prediction. 
These challenges will be a key focus of our future research.

For future work, we plan to further improve the performance and scalability of the BERT-LSTNet-
Softmax model in multiple aspects. First, we will delve into more pre-trained language models and 
sentiment analysis methods to improve the performance level of the model. Secondly, we plan to 
expand research application scenarios, including but not limited to online advertising recommendation 
and product recommendation, to broaden the application scope of the model. Most importantly, we 
hope to promote the application of deep learning technology in the field of e-commerce through this 
research, provide consumers with more accurate product and service choices, and promote the healthy 
development of the e-commerce market.

Figure 8. Comparison of model performance on different datasets
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